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Project Summary 

Holistic Performance Analysis 
 

= 
 

integrated diagnostic infrastructure for combined 

 

system-level performance analysis 
+ 

application-level performance analysis 
 

of parallel applications on an HPC system 
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Project Consortium 

• EU 

 Forschungzentrum Jülich, JSC (EU Coordinator) 

 Barcelona Supercomputing Center 

 German Research School for Simulation Sciences 

 Rogue Wave Software AB 

 Technische Universität Dresden, ZIH 

 

• Russia 

 Moscow State University, RCC (RU Coordinator) 

 T-Platforms 

 Russian Academy of Sciences, 

Joint Supercomputer Center 

 Southern Federal University, Taganrog 
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THE HOPSA WORKFLOW 

AND 

PERFORMANCE  TOOLS 
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HOPSA Tool Set for Parallel Programs 

• BSC 

 Extrae: instrumentation + measurement system for Paraver 

 Paraver: trace visualization and analysis tool 

 Dimemas: performance modeling and prediction tool 

• RW 

 ThreadSpotter : memory and threading analysis tool 

• TUD 

 Vampir: trace visualization and analysis tool 

• GRS/JSC 

 LWM2: light-weight measurement module 

 Scalasca: instrumentation, measurement + analysis tool set 

 CUBE: Scalasca result browser 

• GRS/JSC/TUD 

 Score-P: Instrumentation and measurement system 
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The HOPSA Performance Workflow 
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Interoperability between analysis tools 
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ThreadSpotter Memory + Threading Analysis 
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Vampir Event-Trace Visualization 
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BSC Event Trace Performance Tools 
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Scalasca Callpath Profiler + Trace Analyzer 

Which problem? 
Where in the 

program? 

Which 

process? 
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The “module” Command 

• Software which allows to easily manage different versions 

 of a product (e.g., vampir 7.0  vampir 8.0) 

 of the same product (e.g., 32-bit  64bit) 

 of execution modes of a product (e.g., parallel  sequential) 

 without the need to adapt setups or makefiles 

of the user of the product!!! 

 

• Works by dynamic modification of a user's environment 

  Only applies to calling shell / window / session!  

 

• Modules used for 

 UNITE standard tool enviroment 
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Most Important Module Commands 

module 

• avail      # show all available products 

• list    # list loaded products 

 

• load product(s)  # setup access to product 

• unload product(s)    # release access 

 

• whatis product(s) # print short description 

• help product(s) # print longer description 

• show product(s) # show what “settings” are 

    # performed for product 
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UNITE 

• UNIform Integrated Tool Environment 

• Standardizes tool access and documentation 

 Currently in use at JSC, RWTH, ZIH 
  

• Based on “module” command 

 Standardized tool and version identification 

 <tool>/<version>-<special> 

 <special>: optional indicator if tool is specific for a MPI 

library, compiler, or 32/64 bit mode 
  

• Tools only visible after 

 module load UNITE   # once per session 

• Basic usage and pointer to tool documentation via 

 module help <tool> 



         HOPSA / APOS  Training Nov 2012    JSC     15 

Example 

% module load UNITE 
UNITE loaded 
% module help scalasca               
Module Specific Help for scalasca/1.2-parastation-intel: 
 
Scalasca: Scalable Performance Analysis of Large-Scale 
          Parallel Applications 
Version 1.2 (for parastation, Intel Compiler) 
 
Basic usage: 
1. Instrument application with skin 
2. Collect & analyze execution measurement with scan 
3. Examine analysis results with square 
 
For more information: 
- See ${SCALASCA_ROOT}/doc/manuals/quickref.pdf 
  or type "scalasca -h" 
- http://www.scalasca.org 
- mailto:scalasca@fz-juelich.de 
 



         HOPSA / APOS  Training Nov 2012    JSC     16 

Schedule 

• Tuesday, Nov 27 

 Introduction to HOPSA performance workflow 

 Memory and Treading analysis with ThreadSpotter 

 Performance screening with LWM2 

 Profile analysis with Score-P and CUBE 

• Wednesday, Nov 28 

 Trace analysis with Score-P, Vampir, and Scalasca 

 Trace analysis with Extrae/Paraver 

• Thursday, Nov 29 

 Trace analysis with Extrae/Paraver  

 Performance prediction with Dimemas 

 Use all tools on your code 

• Friday, Nov 30 

• Use all tools on your code 
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Questions? 

Questions? 


