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Allinea Software

Our mission: to make HPC software
development fast, simple and successful

— A modern integrated environment for HPC
developers

— Scalable tools for any scale of system

allinea |

environment

Supporting the lifecycle of application
development and improvement

— Allinea DDT - Productively debug code

— Allinea MAP- Enhance application performance

Designed for productivity

— Consistent integrated easy to use tools

=
— Enables effective use of HPC resources and expertise a I I l n Ea
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CPU Cores

Extreme machines are everywhere
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Three Challenges for tools

| Scalability
e Speed and Simplification

Heterogeneity

e Accelerators and Coprocessors

Adoption

e Ease of Use and Education

allinea
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Beneath Allinea’s Petascale Tools

 Scalable tree network

— Sends bulk commands and
merges responses

— Aggregations maintain the
essence of the information

— Don’t send more data than is /
needed....

« Usability matters

— The interface Is as important
as the speed

— Focus on scalable
components
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Beware Exploding Bandwidth Needs...

Trivial 16,000 process wave equation code

6 davs to 9 years to

1 terabyte of transfgr data blast data

data in just 133 Gbit/s through a
froma 12 ,

60 seconds graduate’s
hour run

optic nerve
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Yield Focussed Example

Memory usage (M)

R Show distributions
T B and min/max ranks

g - 11,2551 (3674.8avg)
CPU memory access (%)

0 - 100 (18.0avg)
o - i ( 0Oavg)
CPU floating-point (%)
0 - 100 (24.9avg) P _
o - 100 ( ifavg) g : S = = = e
12:14:47 (+89.258s, 82.3%): MPI call duration ranged from 0 ms (rank 0) to 8,075.1 ms (rank 1) with mean 3,961.0 ms and 5.d. 2,682.0 ms Reset |
Show per-line
¥ sowo @ | : :
= o ot information
=
34 A if (pe f= 0) then
4. e | 35 call MPI_SEND(a, size(a), MPI REAL, 0, 1, MPI_COMM WORLD, ierr)
36 else
37T =3 do from=1,nprocs-1
38 call MPI RECV(b, size(b), MPI REAL, from, 1, MPI CCMM WORLD, stat, ierr)
12.4% | 39 | do j=1,50; b=sqrt(b)*sqgqrt(b+1.1): end do
0.1% . | 40 print *,"Answer from", from,sum(b)
s end do Focus on movement
42 end if
43 end do through code
43.4% _ _ emmseslE ¢ call MPI_BARRIER(MPI_COMM WORLD,ierr)
45
46 if (pe = 0) print *,"flexible approach"”

InputjOutput | ProjectFies  Parallel Stack view |
Parallel Stack View F X

Total Time 5 | MPL IFunction(s) on line | Source IPosiﬁon
= slow program slow slow.fa0: 1
| =l averlap c2ll overlap slow. f30:12 Process 0 busy
44, 1% . | 44.1%  Fmpi_send_ call MPI_SEND(=, size(s), MPI_REAL, 0, 1, MPI_COMM WORLD, .. slow.f90:35 . .
43, 4% N — e [+ mpi_barrier call MPI BRRRIER (MPT COMM WORLD,ierr) slow. fa0: 44 Comput|ng On Ilne 39
12.4% T a3 60 mesqrt (i Fagreibai 1) enddo sowfod®
0.1% . [ B 1 other

allinea
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Attacking Visual Scalability

Profiled: slow_f on 8 processes Started: Wed 3. Apr 12:13:18 2013 Runtime: 109s Time in MPI; 38% Hide Metrics...

Common
horizontal axis

Memory usage (M)
58 - G58.3 (23.7ava)

MPI call duration (ms) =
e e -
0 - 15,1338.5 (1,450.5ava) e B bl o

CPU memory access (%)

o - 100 (18.0avg) BE . _ o L o _
CPU floating-point (%) e - e
a - 100 (24.9avg) | - - Ay Ry r
12:13:18-12:15:06 (range 108.478c): Mean Memory usage 23.7 M; Mean MPI call duration 1,450.5 ms; Mean CPU memory access 18.0 %; Mean CPU floating-point 24.9 %G; Reset | Agg rega te a CrOSS
= all processes
2 use mpi
3 implicit none
4 integer :: pe, nprocs, ierr
5
& call MPI_TNIT (ierr)
7 call MPI_COMM RANK(MPI_COMM WORLD, pe, ierr)
8 call MPI CCMM SIZE (MPI COMM WCRLD, nprocs, ierr) . .
- - - Highlight
30.2% 10 call imbalance . .
32.4% 11 call stride imbalance V|Sua||y
37.4% 12 [Ez11 overlap
13
14 call MPI_FINALIZE (ierr)
15
16 contains

Input/Output | ProjectFies  Parallel Stack View |
Parallel Stack View g x

Always refer to
[=] slow program slow slow.f90: 1

- S— 0. 7% source code

32.4% rF 0.4%  stride call stride slow.fa0: 11

30. 2% 7.1% [# imbalance call imbalance slow.f30: 10

Total Time 5 |MPI IFuncﬁon(s} on line Source Position

allinea
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Complimentary Approaches

e Quick, low-overhead way to characterize A
performance
e See which lines of code are hotspots
AUEERIAS o (dentify common problems at once y
~
e Pass more obscure problems to an expert
e Now know which loop to instrument and which
Record performance counters should be recorded
Everything )

allinea
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Surprising Benefits

‘ <5% runtime overhead
‘ 20Mb output files

No instrumentation needed

‘ Run regularly — or in regression tests

‘ Keep XML output files in source control

allinea
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Integrated with Allinea DDT

‘ Use Allinea MAP to find a bottleneck

[H

MAP Flick to Allinea DDT to understand it

‘ Compare variables, expressions, call paths

alllNnea ‘ High memory usage? Use DDT to find out why

‘ Common interface and settings files

allinea
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Bug fixing as scale increases

Reduced data set -

may not trigger
the problem?
Didn't you already .
Reproduce try the code at Debugging
Il scale?
at a /— P SEae \ at extreme

smaller scale is a
P Is it a system .
scale cUe? necessity
Is probability
stacking up

against you?

allinea
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Debugging in practice...

Insert print :
i
— allinea

www.allinea.com




Titan and Mira

Titan

¢ 18,688 nodes

e 18,688 NVIDIA Kepler K20 GPUs
e 299,008 CPU cores

¢ 50,233,344 CUDA cores

Mira

¢ 49,152 nodes
e 786,432 cores
e 3,145,728 hardware threads

Does the printf workflow “work”?

allinea
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Top 5 features at scale

Array Expression: | bighrray($i) ~]
Stacks (All y Array Di [1 |2 How do 1 view arrays?
g Range of $x (Distributed)  Range of §i Auto-ypdate
Processes ~ Function ) From: [0 2] from: [0 =
150120 J = _start Leaty UM LIy l Current Stack | A B [___BHi= = B Sanc|
150120 [l = _libe_start_main ﬂ Curreni Line(s) ﬂ Xk Deplay [mows 2] Sbper [cooes 2]
150120 Smain | Only show if: [$value == 1 See Examples
150120 “pop (POPROBY) Variable Name l\hluo I 5 ot le | statisics |
150120 initialize_pop (inital 0:119) TT1 ] i
% ’ ="to| 36 \ 2444 2733 3011 3185 4704 5343 6795 7881 9108 9467
150120 -/init_communicate (communicate 130.87) | x0
: < - { \ 1 1 1
150119 create_ocn_communicator (communicate 90.300) i mype qqn 74 S I i
Rcreate_ocn_communicator (communicate. £90:303) :
5

Automated data

Parallel stack view : .
comparison: sparklines

m' : || : I 5 2 [orezmefias Tt S
ReasonOrigin: kill, sigsend or raise
EE 5 T
s e
cenceserver E 7 : - -a'gf::_‘(-m_;vnm
s 13,15 263 sal 8)_race.
3 e
=
uulw\;([u EOmE Wy E m. o
‘sched yunlé (syseall-tenplate S:22)
CurentGroup |All & [Focus oncurrent @ Group ) Process () Thread | | S . :
200004 processes (0200003)  Paused: 200004 Running: 0 N N o %

Currenty selected: =1

Step, play, and

e Offline debugging

allinea
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Allinea DDT: Scalable debugging by design

. . BB e B D
* Where did it happen? =
— Allinea DDT leaps to source automatically S e
— Merges stacks from processes TR
1 de;: do & Processes 0-1199

and th reads = =nin “ 2 mfsmwntmtmnmmm

o
2% | inpuioupur | Breakpons | Waschpoins ReasonOnign invald pemmissions for mapped
object

ST Your program wil probably be teminated f you

Processes  Function continue.
- - 200 You can use the stack controls to see what the

° H ow di It ha en D R i
. B IIEOTERRME < ey show s window for sgnals

‘ » Continue
3 "w

— Some faults evident instantly from source | Sl

Processes | Function

 Why did it happen? [ ——

—__libc_start_main
. . . . 150120 Jmain
— Real-time data comparison and consolidation 1so10 2 pop (POP f90-81)
150120 Zjinitialize_pop (initial f90:113)
H £ : : H ” H 150120 Zlinit_communicate (communicate f90:87)
- Unlque Smart ngh“ghtlng o COIOurlng 150118 ] i-create_ocn_communicator (communicate f90:300)
differences and changes

— Sparklines comparing data across processes

Locals Current Line(s) | CurreniS’ElckI

— Force crashes to happen? «| |current Linecs
Variable Mame Value
— Memory debugging makes many random - 1T e

bugs appear every time - mype won ] 2724




i

Example — ORNL’s Jaguar

‘ HPC code fails on 98,304 cores

‘ Random processes crashing

‘ Printf? Which processes and where?

‘ Too costly to repeat

‘ Allinea DDT finds cause first time

allinea
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Can Allinea MAP help with other tools?

Profiles are gzipped XML

e Not currently publicly documented
e Provides entire MAP GUI data
e Samples and metrics, source file locations

Could process by scripts

e Auto-instrument for other tools
e Auto-pick tool for next step (VAMPIR or Vtune!)

Could have a Plug-in metric API?

e Shared libraries to record metrics and supply to MAP API
e Allinea preloads — almost every MPI
e Take burden of platform matrix explosion away?

allinea
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Allinea Performance Reports

MADbench2

?‘«‘J i g processes. 1 node

sandybridge2
Mon Nov 4 12:26:45 2013

Perf nseeondso:];;mem é
Re AmpMADben - N
ports 12-core server /HDD / 8 readers + wiiters MP 0

Summary: MADbench2 is |/O-bound in this configuration

The total waliclock Sme was spent as follows:

CPU 179% - Time spent running 3pplcation code. High valoes are usually good

oy =%8 i This 5 low. & m3y be worth Improving V'O performance st
MBI 345% Time spent I M1 cals. High values are usualy D3

MPI : - This s average: check e MP1 breakdown 20r 3AVIcE On reducing &

~ 6% - Time spent 0 Mesystem V0. High valuss 3re usualy 030

= - This & high: check he 1O br s=ction for e,
This applicaion run was 'O-bound. A breakdown of this Sime and advice for invesSigating further is in the 'O saction below.
CPU MPI
A breakdown of how the 17 5% total CPU time was spent Of the 34 5% total tme spent in MPi calis:
Scalsrnumercops 150% Time In coliectve cals 100.0% ==
Vector numericops 00% | Time In point-to-pontcals 0.0% |
Memory accesses 250% Estimated collectve rate @avyes: N
Omer Go | Estmated point-io-pont 5t Odytess |
The pes-core parformance s memory-bound. Use 3 profier 1o Al of e Bme 5 5pent In collective 38 WEN 3 very low ransier r3te.
nermyme—conmmgnopsmawexmmmm This suggests 2 sgrmmcaamaroe causing
No fime was spent In vectorzed sucions. Check Be - I.:Dx overhead. You can invesiigate this Rather wih an
veaomznonmmemseemteynopscownubeewm prolier

8 Memory
A breakdown of how the 47 ©% total VO Sme was spent Per-process memory usage may also affect scaling:
Time In reads 25% Mean process memory usage 252 Mo [
Time In wites 5% Pesk process memory usage 303 Mo [N
Estmategreadr3ate 400 MDS Peak nods memory us3ge 152% @

§-||-

Estmategwiie r3te  70.0 MDE The pesk nogS mEmory UsS30e IS Iow. You may be 3bie 1o reduce

the 1013l number of CPU hours used by running wih fewer MP!

MOst of e Bme & spent 6, Which have 2 low processes 3nd more 4313 ON S3ch process.

wanster rate mmmmmwrxvmmmor
Inemicient 3cosss patiems. Use 3n VO profier 10 investigale which
witie cals ars aMected

 How well do your
applications match your
hardware?

— How well is application X

optimized for this
system?

Does it benefit from
running at this scale?

Are there I/O or
networking bottlenecks
affecting performance?

Which hardware,
software or
configuration changes

will improve
allinea

performance?
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This week..

 Meet us at booth #1719

— Get a demo
— Talk to the team
— Ask a question

* Enter the draw
— Can you detect a performance problem?
— Daily draw — win a Kindle Fire HDX

allinea
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More talks during the week

Monday
— 4.10pm — Extreme Scale Performance Tools Workshop — Room 501
» Performance Profiling and Debugging at the Extreme Scale and Beyond
Tuesday

— 11.00am — Intel booth - #2701

» Discovering bottlenecks without pain: Get performance on Intel Xeon Phi with
Allinea MAP and Allinea DDT

Wednesday

— 11.30am — DoE booth #1327
* OpenSHMEM tools

— 1.30pm — Fujitsu booth - #2718
* Develop efficient HPC applications at scale on FX10
Thursday

— 1.15pm - Vislt/Intelligent Light booth #4216
» Allinea DDT and Vislt: debugging HPC applications using a visualization tool

— 3.30pm — Exhibitor Forum — Room 501/502
* Pick your battles: Getting results faster with Intel Xeon Phi and NVIDIA CUDA

allinea
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