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Motivating example
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Code of a loop representing ~10% walltime

do j = ni + nvalue1, nato

nj1 = ndim3d*j + nc ; nj2 = nj1 + nvalue1 ; nj3 = nj2 + nvalue1
ul =x11-x(nj1) ; u2 = x12 — x(nj2) ; u3 = x13 — x(nj3)
rtest2 = u1*u1 + u2*u2 + u3*u3 ; cnij = eci*qEold(j)

rij = demi*(rvwi + rvwalc1(j))

drtest2 = cnij/(rtest2 + rij) ; drtest = sqrt(drtest2)

Eq = qq1*qq(j)*drtest

ntj = nti + ntype(j)

Ed = ceps(ntj)*drtest2*drtest2*drtest2

Eqc = Eqc + Eq ; Ephob = Ephob + Ed

gE = (c6*Ed + Eq)*drtest2 ; virt = virt + gE*rtest2

ulg = u1*gE ; u2g = u2*gE ; u3g = u3*gk
glc=gl1c—-ulg; g2c = g2c —u2g ; g3c = g3c —u3g
gr(nj1, thread_num) = gr(nj1, thread_num) + u1g
gr(nj2, thread_num) = gr(nj2, thread_num) + u2g
gr(nj3, thread_num) = gr(nj3, thread_num) + u3g

end do
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Where are the bottlenecks?
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Motivating example

Code of a loop representing ~10% walltime

/ 6) Variable number of iterations 1) H|gh number of statements
do j = ni + nvalue1, nato 2) Non-unit stride accesses 2) Non-unit stride accesses

" nj1 =ndim3d*j + nc; nj2 = nj1 + nvalue1 ; nj3 = nj2 + nvalue1

ul =x11 - x(nj1) Fu2 =x12 — X(n12) ‘u3=x13 - X(nj3) 3) |nd|l’eCt dCCesses

rft.est2 = u*1 *ul .+ u2*u2 + gB*u3 ; cnij = eci*qEold()) 4) DIV/SQRT

- rij = demi*(rvwi + rvwalc1(j))

drtest2 = cnij/(rtest2 + rij) ; drtest = sqrt(drtest2)«— 4) DIV/SQRT 5) Reductions

i Eq=qq1*qq(j)*drtest

. Nt =nti + ntype(j) ) . 6) Variable number of iterations
Ed = ceps(ntj)*drtest2*drtest2*drtest2 3) Indirect accesses

Eqc = Eqc + Eq ; Ephob = Ephob + Ed ducti
gE = (c6*Ed + Eq)*drtest2 ; virt = virt + gE*rtest2 5) Reductions

utg = uT’gE ; u2g = u2"gE ; u3g = u3"gE = Need analysis tools to

glc=glc—-ulg; g2c = g2c —u2g ; g3c = g3c —u3g . . .
gr(nj1, thread_num) = gr(nj1, thread_num) + u1g identify performance issues

gr(nj2, thread_num) = gr(nj2, thread_num) + u2g
_gr(nj3, thread_num) = gr(nj3, thread_num) + u3g

Which is the dominant one?

1) High number of statements

jm———————-

end do 2) Non-unit stride accesses
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A multifaceted problem

What type of problems are we facing?
» Identifying the dominant issues: Algorithm,

implementation, parallelisation, compilation, ...
= CPU or data access problems Q

= Making the best use of the machine features

\
What levers do we have to address them? ? ,>
= Compiler switches, Partial/full vectorization . .
= Loop blocking/array restructuring, If removal, Full
unroll
= Binary transforms (prefetch)

= Need for dedicated and complementary tools

Which issues will be the most rewarding to fix?
= 409%0 total time, expected 10% speedup _
= = TOTAL IMPACT: 4% speedup

= 20% total time, expected 50% speedup
= = TOTAL IMPACT: 10% speedup _

e ——
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Our Approach

Nobody wants problems everybody wants solutions ©

= Focusing on the knobs that code developers can operate:
= Compiler flags and runtime settings
= Code restructuring
= Data restructuring

= Assisting the user in using these knobs
= In addition to pinpointing problems, guiding the user towards a way to address them.

Philosophy: Analysis at Binary Level

= Compiler optimizations increase the distance between the executed code and the source code
= Source code instrumentation may prevent the compiler from applying certain transformations
= Allows to be agnostic with regard to compiled source code language

= What You Analyse Is What You Run
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MAQAO: Modular Assembly Quality Analyzer and Optimizer

Objectives:
= Characterizing performance of HPC applications

= Focusing on performance at the core/node level
= Guiding users through the optimization process
= Estimating return on investment (R.O.I1.)

Characteristics:
= Modular tool offering complementary views

= Support for x86-64 and aarch64 (beta version)
= Work in progress on GPU support (working prototype for AMD GPU)

= LGPL3 Open Source software
= Developed at UVSQ since 2004
= Binary release available as a static executable
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Success stories

Optimizing industrial and academic HPC applications:
= QMC=CHEM (IRSAMCQC)

= Quantum chemistry
= Speedup: > 3x
= Optimization: moved invocations of functions with identical parameters out of the loop body

= Yales2 (CORIA)

= Computational fluid dynamics
= Speedup: up to 2.8x

= Optimization: removing double structure indirections

= Polaris (CEA)

= Molecular dynamics
= Speedup: 1.5x - 1.7x
= Optimization: enforcing loop vectorization through compiler directives

= AVBP (CERFACS)
= Computational fluid dynamics
= Speedup: 1.08x - 1.17x

» Replaced divisions by reciprocal multiplications
= Complete unrolling of loops with a small humber of iterations

T —
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Partnerships

MAQADO is part of the POP Centre of Excellence
» Provides performance optimisation and productivity services for academic and industrial codes
= https://pop-coe.eu/

MAQAO has been funded by UVSQ, Intel and CEA (French department of energy) through Exascale
Computing Research (ECR) and through various European projects (FUI/ITEA: H4H, COLOC,
PerfCloud, ELCI, POP2 CoE, TREX CoE, etc...)

uvsQm

L]
universite paris-sAcLAY

Provided core binary analysis and instrumentation capabilities and features for other tools:

= TAU performance tools with MADRAS patcher through MIL (MAQAO Instrumentation Language)
= X86_64 only, aarch64 under development

= Intel Advisor
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MAQAO team and collaborators
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MAQAO Team

= William Jalby, Prof.

= Cédric Valensi, Ph.D.

= Emmanuel Oseret, Ph.D.

» Mathieu Tribalat, M.Sc.Eng.

= Hugo Bolloré, M.Sc.Eng

= Kévin Camus, Eng.

» Lucas Neto, Eng.

Collaborators

= David J. Kuck, Prof. (Intel US)

= Pablo de Oliveira, Prof. (UVSQ)

» Eric Petit, Ph.D. (Intel US)

= David C. Wong, Ph.D. (ARM US)

= Othman Bouizi, Ph.D. (Eviden)

= AbdelHafid Mazouz Ph.D.(Intel)

» Jeongnim Kim (Intel US)

= Aurélien Delval, Ph.D. Student (SiPearl)
» Nicolas Fond-Massany, Ph.D. Student (Safran)
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Past Team Members

Denis Barthou, Prof. (Univ. Bordeaux)
Andrés S. Charif-Rubial, Ph.D. (1)
Jean-Thomas Acquaviva, Ph.D. (DDN)
Souad Koliai, Ph.D. (South Pole)
Zakaria Bendifallah, Ph.D. (Eviden)
Jean-Baptiste Le Reste, M.Sc.Eng. (AnotherBrain)
Sylvain Henry, Ph.D. (InputOutput)
Aleksandre Vardoshvili, M.Sc.Eng.
Romain Pillot, Eng

Youenn Lebras, Ph.D. (Noxant)
Jasper Salah Ibnamar, M.Sc.Eng.

Max Hoffer, Eng. (Worldgrid)

Past Collaborators

Stéphane Zuckerman, Ph.D. (ENSEA)
Julien Jaeger, Ph.D. (CEA DAM)

Tipp Moseley, Ph.D. (Google)
Jean-Christophe Beyler, Ph.D. (Google)
José Noudohouenou, Ph.D. (AMD)
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More on MAQAO

MAQAO website: www.magao.org
» Mirrors: magao.liparad.uvsq.fr, magao.exascale-computing.eu

= Documentation: www.magao.org/documentation.html
= Tutorials for ONE View, LProf and CQA
= Lua API documentation

» | atest release: www.magao.org/download.html
= Binary releases (2-3 per year)
= Source code
= Publications around MAQAO: www.magao.org/publications.html
= Repository of MAQAO analyses: datafront.maqgao.org/public/
= Mirrors: datafront.liparad.uvsq.fr/public/, datafront.exascale-computing.eu/public/
= Email: contact@magao.org
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Useful notions

SIMD/Vectorization/Data Parallelism Scalar addition FMA Vector addition
= Scalar pattern: a[i] = b[i] + c[i]
= Vector pattern: a(i, i + 8) = b(i, i + 8) + c(i, i + 8)

Al [B]
= Benefits : increases memory bandwidth and IPC E?’/
= Example implementations :
[R]

A B

= ARM : Neon, SVE
= x86 : SSE, AVX, AVX512

A+B

FMA/MAC —
» Fused-Multiply-Add
. Py IR [T TITTTITTTIITIITTITITTIaITIITI

u MUltIply-ACCL,Ilelate | Cacheline (64B) | Cacheline (64B) | Cacheline (64B) |
Memory and caCheS Aligned memory access
= Computations are in general faster than memory

accesses ENNNRRNNANENE | ENNAEEENRREENERRENNERENNEER
= Alignment/Contiguity of memory (x86) : [ Cochelne®s) |  Cwcheine®B) |  Cacheine(@d) |

posix_memalign, aligned_allogc, ...

= Caches: L1, L2, L3, ...

Unaligned memory access
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MAQAO Main Features

Binary layer

= Builds internal representation from binary
= Construct high level structures (CFG, DDG, SSA, ...)
» Links binary instructions to source code
= A A single source loop can be compiled as multiple assembly loops - Affecting unique identifiers to loops

= Allows patching through binary rewriting

Profiling
= | Prof: Lightweight sampling-based Profiler operating at process, thread, function and loops level

Static analysis
= CQA (Code Quality Analyzer): Evaluates the quality of the binary code and offers hints for improving it

Performance view aggregation module: ONE View

= Goal: Guiding the user through the analysis & optimization process.

= Synthesizes information provided by different MAQAO modules

= Automatizes execution of experiments invoking other MAQAO modules and aggregates their results to
produce high-level reports in HTML or XLSX format
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MAQAO LProf: Lightweight Profiler

MAGA

Global Summary Appl

Loops Topology

Goal: Lightweight localization of application %EEEEE= 2
u g g p p 23 loops and 95 functions have been discarded from the report because their coverage is lower than the threshold set by object_coverage_threshold (0.01%). It represents about 0.07% of the application. To include them, change the value of

object_coverage_threshold in the experiment directory configuration file, then rerun the command with the additionnal parameter --force-static-analysis.
Inclusive metrics are only related to the given object code and do not include other external objects / libraries.

hotspots s

» Col Filter
Name Module Coverage run_0 (%) Exclusive Time w.r.t. Wall Time run_0 (s) Nb Threads run_0 | Deviation (coverage) run_0

¥ void RAJA::internal::StatementExecutor<RAJA::statement:: Collapse<RAJA::omp_parallel_colla

pse_exec, camp:int_seq<long, 0l, 11>, RAJA::statement::For<2l, RAJA:policy::sequential::seq_e | kripke_aocc_v2 87.09 0.00 192 1.59
xec, RAJA::statement::For<3l, RAJA::policy::sequential

¥ Loop 772 - For.hpp:137-137 - kripke_aocc_v2 [..] 87.09 0.00 140 0.01
¥ Loop 773 - For.hpp:137-137 - kripke_aocc_v2 [...] 87.08 0.01 192 0.03
Fea t u re S u ¥ Loop 774 - Scattering.cpp:88-97 - kripke_aocc v2 [..] 87.04 1232 192 1.42
] 5 Loop 775 - Scattering.cpp:91-95 - kripke_aocc_v2 [..] 2022 3.73 192 0.87

o __kmp_hardware_timestamp libomp_so 2.9 0.54 192 119
» void RAJA::internal::StatementExecutor<RAJA::statement:: Collapse<RAJA::omp_parallel_colla

H H pse_exec, camp:int_seq<long, 0l, 2>, RAJA::statement::For<11, RAJA:policy::sequential::seq_e | kripke_aocc_v2 273 0.00 192 0.22
u I g We I g xec, RAJA:statement::For<3l, RAJA:policy: sequential.._

» void RAJA:internal::StatementExecutor<RAJA::statement:: Collapse<RAJA:-omp_parallel_colla
pse_exec, camp:int_seq<long, 0l, 2I>, RAJA::statement::For<1l, RAJA:policy::sequential::seq_e | kripke_aocc_v2 2.67 0.00 192 0.16
- xec, RAJA::statement::For<3l, RAJA::policy::sequential
] S a m p | I n g ba Se d o __kmp_hyper_barrier_release(barrier_type, kmp_info*, int, int, int, void*) libomp_so 2.64 0.49 186 0.96
» vo =

pse_
xec,

n Access to h a r-d Wa re CO u n te rs p::i‘ kripke_aocc_v2 - Loop 775 - Load Distribution

xec, |
@ un

= Analysis at function and loop granularity :;;;

()

[Run1 v |

Strengths:

= Non intrusive: No recompilation necessary
= Low overhead

= Agnostic with regard to parallel runtime

Coverage (%)

00 0z 10 2t as P 50 520 o1 T
MPI and OMP Rank
min ‘ med ‘ avg ‘ max |
18.33 2019 20.21 2270
Percentile Index 10 | 20 | 30 40 | 50 | 60 | 70 | 80 90 100 |
value 19.15 19.48 19.75 20.03 20.19 20.34 2058 20.81 21.37 2270
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MAQAO CQA: Code Quality Analyzer

Goal: Assist developers in improving code performance

Your loop is not vectorized. 8 data elements could be processed at once in vector registers.

32 hits
used

Features: : S g

By vectorizing your loop, you can lower the cost of an iteration from 40.00 to 5.00 cycles (8.00x speedup).

. . T . - .
Sta tl C a n a |ys I S * n O exec u tl O n Of th e a p pl I Ca t I O n All SSE/AVX instructions are used in scalar version (process only one data element in vector registers). Since your execution
. . . units are vector units, only a vectorized loop can use their full power.
» Allows cross-analysis of/on multiple architectures
L Eva | u ates th e q u a | |ty Of CO m pl |e r g e n e ratEd COd e » Try another compiler or update/tune your current one:
recompile with fassociative-math (included in Ofast or ffast-math) to extend loop vectorization to FP reductions.
. . = Remove inter-iterations dependences from your loop and make it unit-stride:
| P ro poses h N ts a N d WO rka ro u g] d S to Im p rove If your arrays have 2 or more dimensions, check whether elements are accessed contiguously and, otherwise, try
to permute loops accordingly: C storage order is row-major: for(i) for(j) a[jl[i] = b[j][i]; (slow, non stride 1) == for(i)
. for(j) alillj] = b[illil; (fast, stride 1)
quality/performance o moping
=1, 2.
. i=1
» Loops centric
H H i=3 i
= In HPC, loops cover most of the processing time _—
ysical mapping
| | Ta rg ets Compute—bou nd Codes {C/C++ storage order: row-major) _ g ’ h [ i I
slow: slow:
Crerasay O rergees.)
flalil[il); Flaljlrily; |
fortims. |y frartzme ) | preieiching
for(j=a...) for(i=e...) -
flalillil}; flaljlrild; g|h|i
If your loop streams arrays of structures (AoS), try to use structures of arrays instead (SoA): for(i) a[i].x = b[i].x;
(slow, non stride 1) => for(i) a.x[i] = b.x[i]; (fast, stride 1)

R ————————————————————
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CQA Performance Predictions: "What If” Scenarios

Objective: Provide optimistic speedups if a given optimization was applied to a loop

= For each optimization, CQA will generate the corresponding ideal assembly code and compute its
speedup compared to the original

» These "What If Scenarios” are generated in a fully static manner.

No Scalar Integer: keep only FP Arithmetic and Memory operations, suppress all others
= Scenario: Perfect data access (no address computations)

FP Vectorised: only replace scalar FP Arithmetic by Vector FP Arithmetic equivalent. Generate
additional instructions to fill in Vector Registers.
= Scenario: All FP operations successfully vectorised

Fully Vectorised: replace both scalar FP Arithmetic and FP Load/Store by their Vector equivalent.
= Scenario: All operations successfully vectorised

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 15
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Application to Motivating Example

Issues identified by CQA

. CQA can detect and provide hints to
do ] =ni+nvalue1, nato 2) Non-unit stride accesses resolve most of the identified issues:

i 'nj1 = ndim3d*j + nc ; nj2 = nj1 + nvalue1 ; nj3 = nj2 + nvalue
b ul=x11 =x(nj1) ; u2 = x12 —x(nj2) ; u3 = x13 = x(nj3)
- rtest2 = u1*u1 + u2*u2 + u3*u3 ; cnij = eci*qEold(j)

'+ rij = demi*(rvwi + rvwalc1(j))
drtest2 = cnij/(rtest2 + rij) ; drtest = sqrt(drtest2)*—— 4) DIV/SQRT
Eq = qq1*qq(j)*drtest
ntj = nti + ntype(j)
Ed = ceps(ntj)*drtest2*drtest2*drtest2 3) Indirect accesses
+ Eqc = Eqc + Eq ; Ephob = Ephob + Ed _ :

gE = (c6*Ed + Eq)*drtest2 ; virt = virt + gE*rtest2 5) Reductions 5) Reductions
ulg = u1"gE ; u2g = u2°gE ; u3g = u3"gE 6) Variable number of iterations
glc=glc—-ulg; g2c = g2c —u2g ; g3c = g3c —u3g
gr(nj1, thread_num) = gr(nj1, thread_num) + ulg 7) Vector vs scalar
gr(nj2, thread_num) = gr(nj2, thread_num) + u2g
. gr(nj3, thread_num) = gr(nj3, thread_num) + u3g

/ 6) Variable number of iterations

1) High number of statements
/) Vector vs scalar

end do 2) Non-unit stride accesses

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 16
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MAQAO ONE View: Performance View Aggregator

MASAO bl

Automating the whole analysis process
= Takes care of invoking successive MAQAO modules’
» Generate aggregated performance views
= Generate a report in HTML format

nnnnnnnnnnnn

Main StepS: 5 e 155 0P 8 £ 70K VABAD o e .
= Invokes LProf to identify hotspots T T S Py
= Invokes CQA to analyse hotspots S

Available results:

= Speedup predictions

High-level summary

Global performance metrics
Hints for improving performance
Parallel efficiency analysis

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 17
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ONE View Reports Levels

ONE View ONE

= Requires a single run of the application
= Profiling of the application using LProf
= Static analysis using CQA

Scalability mode
= Multiple executions with varying parallel configurations
= Allows to evaluate scalability or parallel behaviour of applications

Comparison mode
= Comparison of multiple runs (iso-binary or iso-source)
= Allows to compare performance across different datasets, compilers, or hardware platforms

Stability mode
= Multiple runs with identical parameters
= Allows to assess the stability of execution time

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026)
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Analysing an application with MAQAO

ONE View execution

= Provide all parameters necessary for executing the application
= Parameters can be passed on the command line or as a configuration file
= Parameters include executable name, MPI commands, dataset directory, ...

$ magao oneview --create-report=one --mpi command="mpirun -n 16" -- bt-mz.C.x
OR

$ magao oneview --create-report=one --config=my config.json"

= ONE View can reuse an existing experiment directory to perform further analyses

= Results available in HTML format by default
= XLS spreadsheets and textual output generation are also available

Online help is available:

$ magao oneview --help

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 19
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Thank you for your attention!

Questions ?
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Navigating ONE View Reports
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ONE View main tabs

= ONE View reports are organised among tabs, each regrouping different sets of information

Global metrics characterizing High-level summary evaluating the quality Detailed metrics on the

the application and of the experiment and complexity for application behaviour

estimating the impact of solving the main optimisation issues '

standard optimisations % Loops profile Reports on application
Functions profile and analyses topology and affinity

MA@AO Global Summary Application Functions Topology

kripke_aocc_v2 - 2025-03-27 14:40:57 - MAQAO 2.21.4 Style
' | selection

Help is available by moving the cursor above any [‘?] symbol or by checking MAQAO website.

» Filter Information

Global Metrics © | COQA Potential Speedups Summary
Total Time (s) 19.87

Max (Thread Active Time) (s) 18.44 7

Average Active Time (s) 18.40

Activity Ratio (%) 100 6

Airnranna numbaoar Af Aactiven theaades 101 CCn
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Global tab

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Global metrics on the
application general
behaviour

Maximal speed-ups at

kripke_aocc_v2 - 2025-03-27 14:40:57 - MAQAO 2.21.4

Help is available by moving the cursor above any [7] symbol or by checking MAQAOD website

| » Filter Information

Global Metrics

Average number of active threads
Affinity Stability (%)

COA Potential Speedups Summary

application level for A s S S
various ideal Nttt
O pti m i sati O n s | i Mo Scalar Integer IFFP vectorized If fully vectarized (Il I FP enly

Experimental

FP Vectorised

Fully Vectorised
FP Arithmetic Only

OpenMP perfectly balanced

Potential Speedup 6.18
Nl

Potential Speedup

Nb Loops to get 80% Bj

Experiment Summary

Experiment Name

Dataset

Configuration Summary (7]

\ 4

Graphs associated to
some of the metrics
or speed-ups from
the two leftmost
panels.

Recap of ONE View

Application fkripke_aocc_v2 <executable> —-groups 1024 --zones
Run Command . .
iy . Timestamp 2025-03-27 14:40:57 Universal Timestamp 1743082857 24,16,16 —procs 2,2,2 CO nflg u ratlon
CO nd Itl O n . system Number of processes observed 8 Number of threads observed 192 MPI Command mpirun -n 8
Experiment Type MPI; OpenMP; Number Processes 1
i i Machine amz1 2 benchmarkcenter.m egware_com Number Nodes 1
C h a ra Cte rl Stl CS / < Model Name AMD EPYC 9655 96-Core Processor Number Processes per Nodes 1
H H Architecture x86_64 Micro Architecture ZEN_VS Filter Not Used
parallelisation, S S Namber of Cores e Profie Start Not Used
. . 08 Version Linux 5.14.0-503.31.1.el0_5.x86_64 #1 SMP PREEMPT_DYNAMIC Thu Mar 13 06:50:51 EDT 2025 Maximal Path Number 4
a p p I I Ca t I 0 n AI'c'..“micm'e s ediurigsxati *B86_64 Micro Architecture used during static analysis ZEN_VS
Y
H 1 Frequency Driver acpi-cpufreq Frequency Governor ondemand
compilation flags, ... (L S e e T
Number of sockets 2 Number of cores per socket 96

kripke_aocc_v2: AMD clang version 17.0.6 (CLANG: ADCC_5.0.0-Build#1377 2024_09_24) /home/
eoseret/aocc-compiler-5.0.0/bin/clang-17 --driver-mode=g++ -1 /beegfs/hackathon/users/eoseret/
Kripke/src -| /beegfs/hackathon/users/eoseret/Kripke/build/include -| /beegfs/hackathon/users/
eoseret/Kripke/tpl/rajafinclude - fbeegfs/hackathon/users/eoseret/Kripke/build/tpl/raja/include -1 /
beegfs/hackathon/users/eoseret/Kripke/tpl/raja/tpl/camp/include -1 /beegfs/hackathon/users/
eoseret/Kripke/build/tpl/raja/tpl/cam pfinclude -isystem /cluster/intel/oneapi/2024.0.0/
mpif2021.11/include -g -grecord-command-line -fno-omit-frame-pointer -03 -D NDEBUG -std=c++14 -
fPIC -fopenm p=libom p -MD -MT CMakeFiles/kripke.dir/src/Kripke/Kernel/SweepSubdomain.cpp.o -MF
CMakeFiles/kripke.dir/src/Kripke/Kernel/SweepSubdomain.cpp.o.d -o CMakeFiles/kripke_dir/src/
Kripke/Kemel/SweepSubdomain.cpp.o -¢ /beegfe/hackathon/users/eoseret/Kripke/sro/Kripke/
Kernal /f bl in cnn
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VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Navigating Global Tab

Hovering over a question mark in a
panel header displays a tooltip

A

descrlblng the content of the panel Global Metrics © | Application Categorization
Total Time (s) 19.87
Max (Thread Active Time) (s)
. Average Active Time (s) 18.40
Hovering over a Activity Ratio (%) 100 |
; —Average number of active threads 191569 I Binary
metric name ST _ _ _ -
. . Percentage of the application time spent in user code (meaning the time omp
d |Sp|ays a t00|t| p < | spentin the binary and external libraries specified in custom_categories). B Math
1hi ;%W Pt M| System
descrlblng the \ [Tgne in user code (%) 941 M| Pthread
metnc \'Compilation Options Score (%) 66.7 )
IArray Access Efficiency (%) 59.7 o Stri
ring
Potential Speedups Memory
M Others

Perfect Flow Complexity
Perfect OpenMP + MPI + Pthread
Perfect OpenMP + MPI + Pthread + Perfect Load

When hovering over a Distribution

. ial d 2
metric, a small blue bar T I
appearing on the left means | FP Vectorised eotential specup R
that clicking on the metric Fully Vectorised e 4-
will cause a graph to appear P Arithmetic Only Polential speedup [
on the rightmost panel OpenMP perfectly Egte__n__t__i;l__ﬁp_e_g_d_ug 102

balanced Nb Loops to get 80% 3




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Global Tab Metrics

MA®AO Global Application

Experiment summary

» Machine characteristics and Configuration

Global metrics
= General quality metrics derived from MAQAO
analyses

= Global speedup predictions
= Speedup prediction depending on the number of vectorised

loops : E—
:
» Ordered speedups to identify the loops to optimise first T TTT1]

R ————————————————————
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VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Time Categorisation

Available from the Global Tab and Application Tab
Objective: Identifying at a glance where time is spent

+ Application

= Main executable
= Parallelization

» Threads
= OpenMP
OMP
= MPI 86% Binary
1 1 ____ f
= System libraries o
= I/O operations = ) System

= String operations
= Memory management functions
= External libraries

= Specialised libraries such as libm / libmkl
= Application code in external libraries
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Summary Tab

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Displays an evaluation of the quality of the
analysis performed by ONE View. Red items
signal issues that could require a rerun of the
analysis with the suggested new parameters

r Stylizer

[ 4 / 4] Application profile is long enough {18.44 s)

To have good guality measurements, it is advised that the application profiling time is greater than 10
seconds.

[ 3 / 3] Optimization level option is correctly used

Displays an evaluation of the overall
optimisation of the code and the expected
pitfalls that will be encountered when trying to
optimise it.

» The first two tabs will be open by default only if
they contain at least one red item

[3.00 / 3 ]| Most of time spent in analyzed modules comes from functions com piled with -g and -fno-omit-
frame-pointer

-g option gives access to debugging informations, such are source locations. -fno-omit-frame-pointer
improve the accuracy of callchains found during the application profiling.

[ 3 / 3] Host configuration allows retrieval of all necessary metrics.

[2 / 2] Application is correctly profiled ("Others™ category represents 0.02 % of the execution time)

To have a representative profiling, it is advised that the category "Others” represents less than 20% of the
execution time in order to analyze as much as possible of the user code

[1 /1 ]Lstopo present. The Topology Istopo report will be generated.

[/ 0] Fastmath not used

Consider to add ffast-math to com pilation flags (or replace -03 with -Ofast) to unlock potential extra
speedup by relaxing floating-point com putation consistency. Warning: floating-point accuracy may be
reduced and the compliance to IEEE/1SO rules/specifications for math functions will be relaxed, typically
“ermo’ will no longer be set after calling some math functions.

[ 4/ 4] Enough time of the experiment time spent in analyzed loops (94.10%)

If the time spent in analyzed loops is less than 30%, standard loop optimizations will have a limited impact
on application performances.

[ 4/ 4]CPU activity is good
CPU cores are active 100.00% of time

Displays for the hottest loops a list of
performance issues and the estimated
complexity of their resolutions

[ 4/ 4] Threads activity is good
On average, more than 90.78% of observed threads are actually active

[ 4/ 4] Affinity is good (100.00%)
Threads are not mi

ing to CPU cores: probably fully pinned

[ 4/ 4] Loop profile is not flat
At |east one loop coverage is greater than 4% (66.70%), representing an hotspot for the application

b

—

[ 4/ 4] Enough time of the experiment time spent in analyzed innermost loops (27.12%)

If the time spent in analyzed innermost loops is less than 15%, standard innermost loop optimizations such
as vectorisation will have a limited impact on application performances.

[3 /3] Less than 10% (0.00%) is spend in BLAS1 operations
It could be more efficient to inline by hand BLAS1 operations

[2 /2] Less than 10% (0.00%) is spend in BLAS2 operations
BLAS2 calls usually could make a poor cache usage and could benefit from inlining.

[2 /2] Less than 10% (0.00%) is spend in Libm /SWML (special functions)

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026)
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Loop ID Analysis chn::;y
» Loop 774 - kripke_aocc_ v2 Execution Time: 66 % - VeCtorization Ratio:16.259% - Vector LengthUSe S 14%
» Loop 775 - kripke_aocc v2 Execution Time: 20 % - VeCiorization Ratios0,00/% - VEctorLenath USE2/50%
» Loop 983 - kripke_aocc v2 Execution Time: 2 % - Vectorization Ratio: 100.00 % - Wector Length Use: 25.005%
» Loop 659 - kripke_aocc_v2 Execution Time: 2 % - Wectorization Ratio: 0,00 - VEStorLEngth USEZS0%
» Loop 1309 - kripke_aocc_v2 Execution Time: 1 % - Wectorization Ratio:14:71.% - Vector Length USe 14345
» Loop 1088 - kripke_aocc_v2 Execution Time: 0 % - WEctorization Ratio: 0.00% - Vector Length USS12:50%
» Loop 981 - kripke_aocc_v2 Execution Time: 0 % - WEciorizationIRatios 00015 - VESToRLEngthIUSENZIS0
» Loop 773 - kripke_aocc_v2 Execution Time: 0 % - Weciorization Ratios0.00% - VECtorLEngth USE2S0
» Loop 658 - kripke_aocc_v2 Execution Time: 0 % - Weciorization Ratio: 0,00% - VectorLength USEIB0s
27



VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Summary Tab: Loop optimisation

Description of a performance issue Estimation of the complexity of

with associated hint to fix fixing this issue (lower is easier)
¥ Optimizer
: Penalty
Loop ID Analysis Score
¥ Loop 774 - kripke_aocc_v2 Execution Time: 66 % - Véctorization Ratio: 16:25% - Vector Length UseX1414%
¥ Loop Computation Issues
5 SA] Less than 10% of the FP ADD/SUB/MUL arithmetic operations are performed using FMA 4
Reorganize arithmetic expressions to exhibit potential for FMA. This issue costs 4 points.
5 SA] Presence of a large number of scalar integer instructions - Simplity loop structure,
perform loop splitting or perform unroll and jam. This issue costs 2 points.
» Control Flow Issues GD 4
» Data Access Issues d 8
» Vectorization Roadblocks 10
: Loop 775 - kripke_aocc_v2 Execution Time: 20 % - VéctorizationiRatio=0:001% - VecionienathiiSeEn2500%
— oop 983 - kripke_aocc_v2 Execution Time: 2 % - Vectorization Ratio: 100.00 % - Véctor Length Use: 25:00%
Loop 659 - kripke_aocc_v2 Execution Time: 2 % - - Vector Length Use: 12.50 %
» Loop 1309 - kripke_aocc_v2 Execution Time: 1 % - - Vector Length Use: 14.34 %
» Loop 1088 - kripke_aocc_v2 Execution Time: 0 % - - Vector Length Use: 12.50 %
> Loop 981 - kripke_aocc_v2 Execution Time: 0 % - - Vector Length Use: 12.50 %
» Loop 773 - kripke_aocc_v2 Execution Time: 0 % - - Vector Length Use: 12.50 %
» Loop 658 - kripke_aocc_v2 Execution Time: 0 % - - Vector Length Use: 11.89 %
» Loop 1308 - kripke_aocc_v2 Execution Time: 0 % - - Vector Length Use: 12.28 %
\ 4 l
Click the triangle to expand A “+" sign appears when
and show all performance hovering over a line, which
issue for a loop allows to expand all at once

I ————
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Application Tab

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

panel

Click on an option to display the
corresponding graph on the rightmost

Hovering over a question mark near an

MAGAGC Slobal

Summary Appl cation

URACTIoN Base: onile

Libraries

=1
L?J

v

option displays a tooltip describing the
associated information

Functions

Detailed Function Times

w iRl RGN EEILIES AETEEEE CUH P PO O E ERRIREE e N ailimnaacal PR LA TR E O L TH ]
L
|I||.II|IIH||l|-I|I|p|||||||"||| gnataty gt g gt A 'I||""'“-I“".“"-"“I'I'l'"'I"Il"l|llll.'lll"||lll |II|.|||||I|'||II|H|||||-
168
14
12
E 1
L
E
=
1 2 a1 &1 81 "m 1z 141 %51 181
MAQAD thread rank
M void RAjAcinternal:... M __kmp_hardware_times... void RAJAinternal:... [l void RAJA-internal:... —kmp_hyper_barrier_... void RAJAinternal ...
I void RAJAzinternal:... I unknown_kernel_regio... __kmp_hyper_barrier_... __Gl___strcasecmp_|_... Other Functions




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Functions Tab

Expand this tab to view options for Check the boxes to select which
» restricting the displayed functions by columns to display. The buttons
Click the the library containing them allow to select/deselect groups of
triangle to show similar boxes at once
the loops %

contained in a
function or a

23 loops and 95 functions have been discarded from the report because their coverage is lower than the threshold set by object_coverage_threshold (0.01%). It represents about 0.07% of the application. To include
| OO p them, change the value of abject_coverage_thresholdin the experiment directory configuration file, then rerun the command with the additionnal parameter —force-static-analysis.
Inclusive metrics are only related to the given object code and do not include other external objects [/ libraries.
A " .l
| » Filters |
¥ COIOMmns Fher
M Coverage run_0 (%) B Coverage Excluding Loops run_0 %) [I1Max Inclusive Time Ower Threads run_0 (s) [I1Max Exclusive Time Over Threads run_0 (s)
[CIinclusive Time w.r.t. Wall Time run_0 (s) T Exclusive Time wer.t. Wall Time run_0(s) I Nb Threads run_ 0 [ Deviation (coverage) run_0 [ Deviation (walltime) run_0 [ Categories run_0
[T1GFLOPS run_0 ~ICompilation Options | Select all | | Sehact All Coverages | | Salect All Timas Over Thraads | | Select All Times w.re, Wall Time | | Salect All GRLOPS |
Mame Module Coverage run_0 (%) Coverage Excluding Loops run_0 (%) n ” .
vjvoid RAJA: internal -Statem entExecutor<RAJA--statement::Collapse<RA & om p_pa A + S| g n
rallel_collapse_exec, camp::int_seg<long, 0l 1l=, RA|A statement::For<2| RA|& pol kripke_aocc_w2 37.00 o] h
Jorsgequentialsseq_exec, RAA:statem ent:-For<3| RA|A :policy::sequential._.
» Boop 772 - For.hpp:137-137 - kripke_aocc v2 [...] ‘ + > B=iaa, 0 a p pea rS W e n
H _ H H o km p_hardware_timestamp libomp.so 2.m 2.01 1
ng ht CI I Ck On a I I ne > ;md RAJA:internal;-Statem entExecutor<Ra) Azstatement::Collapse<RA|A::om p_pa hoverl ng Over
Mal collapse_exec, camp ;int_seg<long, Ol, 2l=, RAjA: statement For<l| RAA:pol kripke_aocc_v2 2.73 o] H H
tO get d ConteXtua| icy:seguential:ise paA statem ent:: For<3| RAJA poli =1 a |Inel WhICh
. = void RAJA:: |nternal StatementF_xecutor{RAjA statement: CollapSE{RAJA omp pa o
menu allowing to rellcl ollapse exec, camp int seaciong, 0, 21z, RAJA statement For<il BN po|  ripke.soce 12 267 7 > allows to
d IS p I ay Ioa d | = _km p_hvper_barrier_release[barrier_tvpm kmp_infoh int, int, int, void#) libomp.so 2.64 2.64 eXpa n d th e fU I I
. » void RAJA: internal - Statem entExecutor<RA A statement::Collapse<RAJAomp_pa
ba Ia n Cl n g g ra p h a n d rallel_collapse_exec, camp::int_seg<long, Ol. 1l=, RA|A statement::For<2|, RA|& :pol kripke_aocc_v2 1.39 o] |OO p n eSt
icy:-sequential:-seq_exec, RA4JA statement::For<3|, RAJA policy:seguential... t . d .
1 1 » void RAJA internal Statem entExecutor<RA| A statement::Collapse<RAJA omp_pa n | n | n
Ca I |Ch a I n s fo r th IS rallel_collapse_exec, camp::int_seg<long, 0l, 1l=, RA|A :statement::For<2|, RA|& :pol kripke_aocc_w2 0.26 o] CO a e
H icy:sequential:seg_exec, RAJA  statement: Lambda<0l= > = RAJAQ . 1
funCtlon Or Ioop = unknown_kernel_region kernel 0.09 i} the funCtlon
:. _I_erl‘EJ_h',rper_barner_gather{bamer_tvpe, lkm p_info*, int, int, void (*){woid*, void libomp.so 0.09 0.00
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VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Functions Tab: Functions and Loops Profiling

Identifying hotspots

= Exclusive coverage

» Load balancing across threads
= Loops nests by functions

¥ matmul_sub
o Loop 230 - solve_subs.f:71-175 - bt-mz.C.16
E Coop 231 - snlveisubs_f:m
¥ z_solve
[ Loop 232 - z_solve f.53-423 - btmz.C.16
¥ Loop 233 - 7z solve f:54-423 - bt-mz.C.16
¥ Loop 236 - z_solve f:54-423 - bt-mz.C.16
‘o Loop 239 - z_solve f:146-308 - bt-mz.C.16| Innermost
o Loop 235 - z_solve f:55-137 - bt-mz.C.16
o Loop 234 - z_solve f:415-423 - bt-mz.C.16

Single

Outermost

]\,’[L\ @A (j Global Application Functions Topology
[» Filters 0 |
Name ‘ Module ‘ Coverage Time (s) | Nb Threads Deviation
(%) (coverage)

o gomp_team_barrier_wait_end libgomp.s0.1.0.0 21.34 3.26 64 4.47
o binvcrhs bt-mz.C.16 16.06 2.45 64 1.10
» z_solve_._omp_fn.0 bt-mz.C.16 9.84 1.5 64 0.52
o matmul_sub bt-mz.C.16 9.52 1.45 64 0.68
¥ y_solve__omp_fn.0 bt-mz.C.16 9.09 1.39 64 0.68

¥ Loop 114 - y_solve 14-398 - bt-mz.C.16 8.82 1.35

¥ Loop 115 - y_solve f4-398 - bt-mz.C.16 8.82 1.35

o Loop 118 - y_solve f:145-308 - bt-mz.C.16 5.85 0.89

o Loop 119 - y_solve f:55-137 - bt-mz.C.16 1.77 0.27

o Loop 116 - y_solve.f:394-398 - bt-mz.C.16 1.08 0.17

o Loop 117 - y_solve f:337-360 - bt-mz.C.16 0.12 0.02
» x_solve_._omp_fn.0 bt-mz.C.16 8.68 1.32 64 0.64
o gomp_barrier_wait_end libgomp.so.1.0.0 8.26 1.26 64 4.9
» compute_rhs__omp_fn.0 bt-mz.C.16 757 1.16 64 0.46
o mca_btl_vader_component_progress mca_btl_vader so 362 0.55 16 1.76
© matvec_sub bt-mz.C.16 2.73 0.42 64 0.20

bt-mz.C.16 0.54 0.08 64 0.06

0.18

o Ihsinit
o opal_progress

» copy_x_face_._omp_fn.2 0.06
» add__omp_fn.0 0.05
o binvrhs y_solve 0.04
o ompi_coll_libnbc_progress 0.13
» copy_y_face__omp_fn.0 1 0.05
o opal_timer_linux_get_cycles_sys_timer 0.09
o exact_solution 0.03
» copy_x_face_ _omp_fn_3 0.02
» copy_y_face__omp_fn.1 0.02
o gomp_team_barrier_wait_final 0.02
o exact_rhs__omp_fn 0 0.02
o opal_progress@plt :-ja 0.03
» initialize__omp_fn.0 5 0.01
o ompi_request_default_wait_all é 0.03
o gomp_thread_start 0.01
o Unknown kernel region 0.01

20251 2ae7s  2se@e  2efes  2eese 28262 28288 2BMee
MAOAO thread rank




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Loops Tab

Click this button to restrict the Expand this tab to view options for Check the boxes to select which columns to
display to innermost/single restricting the displayed loops by the display. The buttons allow to select/deselect
loops library containing them groups of similar boxes at once

3 a

A
| Show Innermast Profile|) Open Expert Summary |

Loops Index

23 loops have been discarded from the report because their covgrage is lower than the threshold set by object_coverage_threshold (0.01%). It represents about 0.03% of the application. To include
H Ove r Ove r a | oo p SO u rce change the value of object_coverage_thresholdin the expdri i configuration file, then rerun the command witIlthe additionnal parameter —-force-static-analysis
: » Filters ||
Location (resp. Source .
Fu n Ctl 0 n ) to d ISp I ay In a M Level M Exclusive Coverage run_0 (%) [JInclusive Coverage run_0 (%) [CIMax Exclusive Time Ower Threads run_0 (s) I Max Inclusive Time Ower Threads run_0O (s)
. . . T Exclusive Time w.r.t. Wall Time run_o (s) O Inclusive Time w.r.t Wall Time run_0 (g) 1 Mb Threads run_0 ) GFLOPS run_0 ® Vectorization Ratio (%) m Wector Length Use (%)
I Speedup If No Scalar Integer — Speedup If FP Vectorize — Speedup If Fully Viectorize 1 3peedup If Perfect Lo ancing run_0 _ Stride 0 [ stride 1 _I5tride n
tooltip the full list of its dup If | dup If d dup If Full d dup If Perfect Load Bal d d d
|5tride Unknown [I5tride Indirect (1 Array Access Efficiency |Selecz all| | Szlact All Coverages | | Select All Times Cver Threads | | Select All Times w.rt. Wall Time | | Select All GRLOPS |
sources (resp. full name of the —
. - . Loop Sou . S0 E . usive Vectorization
function containing it) id ree Location urce Function Ratio (%)
f . [ripke_aocc_v2 - Scatt =
Ering.cpp:88-97 [...]

RA_I
* p: |nt_seq-c|0ng DI 1I:»- RAJAstatem ent: For<2| RAJA: ;:r{:ll:n,r sequentlal seq exec, IU-UA “statement -For< Innermost
31, RAJA - policy: s-equenual
void RAJ&:internal::Statem entExecutor<RAJA: statement::Collapse<RAJA-:om p_paralle|_collapse_exec
= pzint_seg<long, 0, 2|> RAJAstatement::For<1l RAJApolicy::sequential seq_exec, RAJA::
31, RAJA -policy:sequential...
\fDId R&JA:internal::Statem entExecutor<RAJA: statem ent::Collapse<RAJA::omp_parallel_collapse_exec,
! print_seg<long. Ol, Zi>. RAJA statement-For<1l, RAJA- policy::sequential ‘seq_exec, RAJA statem ent::For< Innermost
31, RAJA: - policy: 5equent|al
void RAJAInternal::Statem entExecutor<RAJ A statement:Collapse<RAJA:omp_parallel_collapse_exec, cam
] i print_seg<long, 01, 11>, RAJA statement::For<2l, RAIA: policy::sequential;;seq_exec, RAJA statement:For< Innermost
g8 31, R4JA - policy:sequential .
void RAJAInternal:Statem entExecutor<RA|A:statement:Collapse<RAlA:omp_parallel_collapse_exec, cam
paint_seg=long, 0l, 11>, RAJA::statement:For<2l, RAJA: policy: sequential;;seq_exec, RAJA statement;:Lam Innermost
A a-nl DALA--i

1309 -
P

kripke_aocc_w2 - For.h

1088 | 5093713




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Loops Tab: Profiling Summary

Id en t | fY| N g | 00 p h Ots pots MAAO Global Application Functions Topology

- . . . .
Vecto r|sat|0n Informatlon Show Full Profile Open Expert Summary
i Loops Index (7]
= Potential speedup by
73 loops have been discarded from the report because their coverage is lower than the threshold set by objeci_coverage_threshold (0.01%)._ It represents about 0% of the
t' H t' application. To include them, change the value of object_coverage_threshold in the experiment directory configuration file, then rerun the command with the additionnal
O p I m ISa IO n parameter --force-static-analysis
- . - [ H ? n
= No scalar integer: Removing |l _ S __?
“Coverage (%) FLevel HTime (s) & Vectorization Ratio (%) & Speedup If No Scalar Integer FSpeedup If FP Vectorized & Speedup If Fully Vectorized
add ress Computatlons LSpeedup If Perfect Load Balancing Selec::nune - Vectorizati o eadus I N Soaadun it Fp | Soeedus if Ful o aadis if Parfact
. . . . Q0P | source Location ‘ Source Function OVerage | ) avel ime ectorization peecup o peecup peedup T Fully peecup ertec
- FP Vecto ri Sed : Vecto risin g ﬂ Oatl n g - id (%) (s) Ratio (%) Scalar Integer Vectorized Vectorized Load Balancing
bt-mz_C.8 - x_solv x_solve_._omp_fn.
. t t t 179 e £146-309 0 Innermost 1.29 1.04 1 2.06 1.22
oint computations Fy—
I:F) Ilv Vect P ised: Vectorisi 207 ?2'2162_-3%98 R g-so've---Omp-f”- Innermost 1.29 1.02 1 2.06 115
= Fu ectorised: Vectorisin '

y g 185 DUz C8-y-solve.y_solve__omp_fn. Innermost 124 1.03 1 2.06 122
floating-point computations and 208 DLz C8 2 solve ¢ solve__omp.fo. nnermostl 0.59 : 3 226 1
MEmMOory acCesses 180 btiimz-c-g -xsolv x_solve_._omp_fn. Innermost 0.52 1 .11 2.23 1.25

ef57-139 0 ’ : ) :
u PerfeCt Load BalanC|ng . Optlmal 186 EE??—;;S'V—SOIVe'\6—50|Ve—'—omp—fn' Innermost 0 52 1 111 223 121
balance across all threads 156 lmz-C.8 - hs.£40 compute.rhs...om Innermost. 0.41 1 2 2 115
133 btmz C.8-rhs.f:4- compute_rhs_._om Innermost 0.31 1 1.65 3.41 1.29
349 p_fn.0
150 |Ptmz.C.8 - rhs.f:4- \compute_rhs_._om Innermost 0 3 1 171 368 127
132 p_fn.0
D e e Innermost 0.3 1 1.65 3.41 127
238 p_fn.0
204 PtmzC8 -z solve.z_solve_._omp._fn. Innermost 029 1 1 2.83 117
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Loop Report

= The loop report can be accessed by double clicking on

the loop from different views

Global

MAGAQD

Summary

Application Functions

[» Filter Information

Global Metrics

Max (Th ead Active Time) (s)
Average Active T s)

d
Perfect OpenMP + MPI + Pthread + Perfect Load

19.57

(7] i Cumulated Speedup If FP Vectorized

18.40
100
191.569
100
635.617
o941
271
94.1
66.7
59.7

2.0034

Distribution

Fully Vectorised

Global Tab:

Loop identifig

« What-if »

speedup graph

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026)

MAGAO

Global Summary Application

On average, more than 99.78% of observed threads are actually active

[ 4 / 4] Affinity is good (100.00%)
Threads are not migrating to CPU cores: probably successfully pinned

[ 4/ 4] Loop profile is not flat

At least one loop coverage is greater than 4% (66 79%), representing
an hotspot for the application

Functions

Global

MAGAO

Summary

| St Innermost Profile | | Open Expert Summary |

dex

Loop

Application

23 loops have been discarded from the report because their coverage is lower than the threshold set by object_
about 0.03% of the application. To include them, change the value of oliject_coverage_threshold in the experiment directory configuration file, then rerun
the command with the additionnal parameter —force-static-analysis

Functions Loops

ge_threshold (0.01%). It represent:

[p Filters

» Col Filter

Source Function

Exclusive

Coverage Vectorization

Ratio (%)

d RAJA-internal::StatementExecutor<RAJA stateme

kripke_apcc_v2 -
9 For.h

[3/3]Less

lansesBALA--

Itcould |

[2 /2 ]Less than 10% (0.00%) is spend in BLAS2 operations

BLAS2 calls usually could make a poor cache usage and could benefit
from inlining.

[2 /2 ]Less than 10% (0.00%) is spend in Libm /SVML (special functions)

¥ Optimizer
=loooll Analysis Penalty
| — Score
(" Loop 774 - kripke_aocc_v2 Execution Time: 65 % - Vectorization Ratio: 16.25 % - Vector Length Use: 14.14 %
sakiz Execution Time: 20 % - Uetiorization Ration0.00.% - Vecton Length USe: 1 Z500%

» Loop 983 - kripke_aocc_v2 1 2 % - Vectorization Ratio: 100.00 % - Vector Length Use: 25.00'%

» Loop 659 - kripke_aocc_v2 Execution Time: 2 % - UStionization Ration0:005; - VecionenathUSE2505%

> Loop 1309 - kripke_aocc_v2 Execution Time: 1 % - UStionization Ratioaiasin: - VectonienathiUssa =g

» Loop 1083 - kripke_aocc_v2 Execution Time: 0 % - WEctorization Ratio: 0:00'% - Vector Length USE2i501%

» Loop 981 - kripke_aocc_v2 - Vectorization Ratio: 0.00 % - Vector Length Use: 12.50 %

» Loop 773 - kripke_aocc_v2 Execution Time: 0 % - UStionization Ration0:00; - VesonlenathUSENZs0m

» Loop 658 - kripke_aocc_v2 Execution Time: 0 % - WEGtorization Ratio:0/00/% - VECionLength USENTIso%

» Loop 1308 - kripke_aocc_v2 Execution Time: 0 % - USGionizationRation000s; - Vecorlenathse 2085

Loops Tab

Summary Tab: Loop

' Optimiser panel
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Navigating a Loop Report

Source code of the loop. If Assembly Code is selected is the other
panel, selecting a line will highlight the corresponding assembly lines

Assembly code of the loop. If Source Code is selected in the other
panel, selecting a line will highlight the corresponding source lines

Call stacks leading to this
loop, with associated % of
occurrence

Percentage of time spent
in this loop across the
threads

MAGAO

Global

Use the scrolling lists on both panels to choose
the content of the panel

Su

Loop Id: 774

mary Application Functions Loop 774 Topology

Source: Scattering.cpp:88-97 [...] Coverage: 66.79%

< ‘I

CQA

High-level static analysis
report with hints for
improving performance

Detailed metrics
generated by the static
analysis

P ¥
<
[---1
221: return (valuefls x.valud);
/beegfs/hackathon/usery/eoseret
88: MixElefl mix_sto
89:
9e: doubleflsigs z =
P 91: for(MifElem mix
- 92: Material mat
93: double fracti
94:
95: sigs_z += sig
96: T
97: phi_out(nm, g,
/beegfs/hackathon/users/eoseret
: 19-9:

Load Distribution § - ___________

CQA

= mix_start + zone_to_num_mixelem(z);

0.0
}: mix_start;mix < mix_stop;++ mix){
mixelem_to_material(mix);

h = mixelem_to_fraction(mix};
(mat, n, global g, global_gp) * fraction;
+= sigs_z * phi(nm, gp, z);

ripke/tpl/raja/include/RAJA/util/Layout.hpp: 190 -

198

/beegfs/hackathon/users/eoseret/Kripke/tpl/raja/include/RAJA/ internal/Iterators.hpp: 269 -

strides[RangeInts

*indices // it's not stride one
269
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gain I potential I hint I expert

Vectorization

Your loop is probably not vectorized. Only 14% of vector register length is used (average across all SSE/AVX instructions,
your loop, you can lower the cost of an iteration from 2.75 to 0.27 cycles (10.35x speedup).

Store and arithmetical SSE/AVX instructions are used in scalar version (process only one data element in vector register
execution units are vector units, only a vectorized loop can use their full power.

Workaround

« Try another compiler or update/tune your current one:
o recompile with ffast-math (included in Ofast) to extend loop vectorization to FP reductions.
« Remove inter-iterations dependences from your loop and make it unit-stride
= If your arrays have 2 or more dimensions, check whether elements are accessed contiguously and, otherwise
loops accordingly: C storage order is row-major: for(i) for(j) aljl[il = b[jllil; (slow, non stride 1) => for(i) for(j) :
(fast, stride 1)

Logical mapping
j=1,2,3




Loop Report: Static Analysis

INSTITYUTE ~HIGH-PRODUCTIVITY SUPERCOMPUTING

High level reports

= Reference to the source code

= Bottleneck description

= Hints for improving performance

= Reports categorized by probability that

applying hints will yield predicted gain
= Gain: Good probability

= Potential gain: Average probability

= Hints: Lower probability

MABAO  Global

Application Functions Topology

Module: bt Source: solve_su

Jece/dsku/nts-server/user/cont001/oere/ valensic /NPB3 .3 . 1-H2/NPB3 . 3-NZ-HPT/BT-HZ/ /50 lve_t

Coverage 479%

71: Cblock(1,1) = ohlock(i, ) - ablock(l,1)wbblock(i, i) Function matmul_sub
e z B ;‘;}gg’;gf;,ﬁ;}gg’;g'ﬂ Source file and lines solve_subs.f:71-175
7a: > - sblock(l,4) *bblock(4,1) Module bt-mzC16
75 > - &block(1,5) *bblock(5,1)
o chlock(2, 1] = chlocki2,1] - oblosk(2,1)"oblock(1,1] The loop is defined in /ccc/dsku/nfs-server/user/cont0O01 focre/valensic/NPB3.3.1-MZ/NPB3.3-MZ-MPI/BT-MZ /solve_subs f. 71-175
7 ks - a@block(2,2) *bblock(2, 1)
78 > - ablock(2,3) *hblock(3, 1) It is main loop of related source loop which is unrolled by 2 {including vectorization)
79: > - =block(2z,4) *bhlack (4, 1]
80 > - ablock(Z, 5] *bblock (S, 1) N N
81: ehblock(3, 1) = chlocki3,1] - ablock(3, 1) *hblock(l, 1) gain || potential | hint | expert
Bz: > - ablock(3,2) *bblock(z, 1)
83: = - &block(3,3] *bblock(3, 1)
841 = - aklock(3, 4] *khlockid, 1) Code clean check
B85 > - ablock(3,5) *bblock (S, 1)
a6 cblock(4,1) = chlock(d,1) - ablock(d, 1) *bblock(1,1) Detected a slowdown caused by scalar integer instructions {typically used for address computation). By removing them, you can
87: > - ablock(4,2) *bblock(2, 1) lower the cost of an iteration from 27.00 to 25.00 cycles (1.08% speedup)
88: = - ablock(4,3] *bblock(3, 1)
891 = - aklock(4, 4] *khlockid, 1)
o0 > - ablock(4,5) *bblock (S, 1)
s1: chblock(S,1) = chlock(s,1) - sblack(S,1)"bhlock(1,1) Workaround
Sz: > - ablock(5,2]) *bblock(z, 1)
o3 > - = a -
i?i ; - ::;}: gai potential | hint | expert them with the "contiguous” attribute
s6: chlock(1,2) = chlock(l,2] - t-math) to extend
37: - b set to a%b before this loop
o > - it unit-stride: J
100 > Presence of both ADD/SUB and MUL operations. slements are accessed _
101: chlock(2,2) = chlock(2,2] - -
00 N (2,2] 12.2) - Workaround jglv. Fortzanrséorage
103 > - ide 1) => do i do JAVX2 processors). By fully
ELTI— = P (Intel (R) Xeon(R) e
l gain I potential ] hint I expert lructurgs offarays
- o 1 a%x(i) = b%x(i)
= = entheses) in arithmetic - ters). § t
Type of elements and instruction set nable your compiler to O (ESISEEESIES HORTEXECEHON
- ) ) - y*cis a valid FMA (MUL

195 SSE or AVX instructions are processing arithmetic or math operations on double precision FP elements in ‘ADD then MUL).

scalar mode (one at a time). _

Matching between your loop (in the source code) and the binary loop Slalbotienec I8y

« 70: addition or subtraction
» 125: multiply

The binary loop is composed of 195 FP arithmetical operations:

The binary loop is loading 1760 bytes (220 double precision FP elements). The binary loop is storing 1632 bytes
(204 double precision FP elements)

wer the cost of an iteration from 204.00 to 14133

ympiler:
rresponding 'for’ loop

Arithmetic intensity

Arithmetic intensity is 0.06 FP operations per loaded or stored byte.

Unroll opportunity

Loop is data access bound

Workaround

Unroll your loop if trip count is significantly higher than target unroll factor and if some data references are
common to consecutive iterations. This can be done manually. Or by recompiling with -funroll-loops and/or

-floop-unroll-and-jam_




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Loop Report — Expert View

|\ Gain | Potential gain | Hints | Experts only |

Low level reports for performance experts | |

In the binary file, the address of the loop is: 421409

= Assembly-level
Sse eve Instruction Nb FU PO P1 P2 P3 P4 P3 P6 Latency Recip. throughput
. MOWVAPS BXMM1 3, %XMM5 1 0.50 0.50 ] ] Y] [¥] ] 2 0.50
INC %RDI 1 o0 0 (1] 0] 1.50 0.50 4] 1 1
= Instructions cycles costs
DIVSD 0x28(%R10.%RDX.1).%XMM5 4 1 0 0.50 0.50 0 0 ] 40-42 12-32
. d - h d H - MOVAPS BXMM5 %XMM15 1 0.50 0.50 ] ] Y] [¥] ] 2 0.50
u Instructlons Ispatc pre Ictlons MULSD %XMM5_ %XMM15 1 0.50 0.50 (1] 0] V] 0 4] 6 0.50
MOVSD %XMM5,0x12890(%R14) 1 0 0 0.50 0.50 0 0 2 1
[ ] |\/I m y Iy MULSD %XMM15 %8XMM5 1 0.50 0.50 0 4] V] [¥] ] ] 0.50
e O r a Cce SS a n a S I S Loop Id: 224 Module: bt-mz.C.16 0 Is) ) 1
ECY° ° ! ¢ !
Y] [¥] 1 2 1
Hide groups 0 o ] 2 1
analysis
AS Se m b I CO d e Source: solve_subsf:71-175 Coverage: 4.7°
Ox424e35 MOVUPS (¥RDI%RAX 8) %XMM4  [3]
0x424e39 MOVAPS %XMM5 %XMM2 D/' e
- - - - Ox424e3c MULPD %XMM 4 %XMM2 =
u H Igh|lght5 gI’OU pS Of Instructions Ox424e40 LEA (BRCX BRAX,S) ¥R Path o /1 oK =
Metric Value
. Ox424e48 SUBPD %xMM2,%XMM1 5 .
: Coverage (% app. time) 479
aCcessin € Same MEMOIrY AUArEeSSES  ouzetd enoasmroimraxszis
Time (s) 023
CQA speedup if clean 1.08
CQA speedup if FP arith vectorized 165
Ox424e5e MOVAPS %xXMM1 2 %xXMM1 4
424052 MULFD ¥Xbn2 S b1 CQA speedup if fully vectorized 2.00
e - CQA speedup if no inter-iteration dependency NA
H CQA speedup if next bottleneck killed 1.08
OW level metrics (x42426e SUBPD XXMM, %XMM1 5
Source solve_subsf:71-175
Source loop unroll info unrolled by 2
Ox424e78 MULPD %AMM1, %X M MO
Source loop unrall confidence level max
Ox424e7c SUBPD %XMMO %xMM1 5
Unroll/vectorization loop type main
Unroll factor 2
COA cycles 27.00
Ox424e8e MULPD %X MMO,%XMM3
0424292 SUBPD %xXMM3,%XMM1 5 CQA creles [ clean 300
X © . COA cycles if FP arith wvectorized 16.32
COA cycles if fully vectorized 13.50
MOVSD 0x38(%R10,%RDX,1),%XMM3 1 0 0 Front-end cycles 2250
MOVSD 0x12898(%R14) %XMM2 1 0 0 [P0 cycles 2500
MULSD %XMM3 S%XMM2 1 0.50 0.9P1 cycles 27.00
KATI RN BYRAME GVRAR Y 1 nen  nqF2 cycles 13.00
P3 cycles 13.00

T —
48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 37



VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Topology Tab

Click the triangle
to show the
processes (resp.
threads)
depending on a
node (resp.
process)

Software Topology (7]

a

Double click on a
thread to display
the Functions
Profile (similar to
the Functions tab)
restricted to that
thread

a

Number processes: 1 Number nodes: 1 Number processes per node: 1

Run Command: <executable> --groups 1024 --zones 24,16,16 --procs 2,2,2 MPI Command: mpirun -n 8 Run Directory: .

OMP_NUM_THREADS: 24 OMP_PROC_BIND: spread I_MPI_PIN_DOMAIN: auto OMP_PLACES: threads

. Start End Maximum
Elapsed Active "
Observed Observed . : . after | (before  Time on U/
- Processes| Threads Time(s) ng;e T"%rr'}e p:m:ess) ;fmcess} the Same A"+ sign
(s) (s) | CPU(s) appears when
¥)Node gmz12_benchmarkcenter megware_com 8 192 18.44 ;

»)MPI # 0 (PID 19442) G) P Gt ho_vermg Qver
MPI # 1 (PID 19458) 24 | 1841 .| @ line, which
o MPI#1-OMP#1.0(TID 19458) 18.33 | 19.83 192.42| 000 | 0.00 18.62 allows to
o MPI#1-0OMP#1.1(TID 19512) 1841 | 18.67 |9858| 1.15 0.01 18.63
o MPI#1-OMP#1.2(TID 19515) 1840 | 1867 |98.56( 1.15 0.01 18.62 _eXpand the .
o MPI#1-0OMP#1.3(TID19523) 18.41 | 1868 9857 1.15 | 0.00 18.63 item and all its
F MPT# T - OMP # 1.2 (110 19536] | 18.40 | 18.68 9852 1.15 | 000 | 1862 children
o MPI#1-0OMP#1.5(TID 19547) 1841 | 1868 |98.61 1.15 0.00 18.63
o MPI#1-0OMP#1.6(TID 19565) 1841 | 18.67 |9858| 1.15 0.00 18.63
o MPI#1-0OMP# 1.7 (TID 19580) 1841 | 1867 9858 1.15 0.00 18.63
o MPI#1-0MP#1.8(TID 19595) 1840 | 18.67 |9853| 1.15 0.00 18.63
o MPI#1-OMP# 1.9(TID 19679) 18.40 | 18.66 |98.61 1.17 0.00 18.63
o MPI#1-0OMP#1.10(TID 19695) 1840 | 1866 (9864 1.17 0.00 18.63
o MPI#1-0OMP#1.11(TID 19709) 1841 | 1866 (9867 1.17 0.00 18.63
o MPI#1-OMP#1.12(TID 19725) 1840 | 1866 |9864| 1.17 0.00 18.63
o MPI#1-0OMP#1.13(TID 19741) 18.41 | 1866 (9870 1.17 0.00 18.63
o MPI#1-OMP#1.14(TID 19757) 1840 | 1866 (9864 1.17 0.00 18.63
o MPI#1-0OMP#1.15(TID 19769) 18.41 | 1866 (9867 1.17 0.01 18.63
o MPI#1-0OMP#1.16(TID 19776) 1840 | 1866 (9865 1.17 0.01 18.63 J
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MAQAO ONE View Thread/Process View

Application Functions Topology

Software Topology
" List of nodes

L] Processes by nOde ID | Processes | Threads | Time(s)
¥ Node ¢251-109.wrangler_tacc.utexas.edu 8 32 5.34
¥ Process 145897 4 5.34
[ ]
Th read by process o Thread 145897 5.34
o Thread 145933 532
o Thread 145952 532
. o Thread 145969 53
View by thread » Process 145899 4 5.34
. . > Process 145901 4 5.34
» Function profile at the thread or process level > Process 145903 4 534
» Process 145898 4 5.34
» Process 145900 4 5.34
> Process 145895 4 5.34
» Process 145896 4 5.34
» Node c251-110.wrangler.tacc.utexas.edu 8 32 5.36

| o AVERAGE 5.36

Profiling node c251-109.wrangler.tacc.utexas.edu - process 145897 - thread 145897

Name Module ‘ Cm;;aﬁr)age Time (s)

o binvcrhs bt-mz_B.16 24 34 13

o _INTERNAL_25_______ src_kmp_barrier_cpp_fa608613::__kmp_hy

per_barrier_gather(barrier_type, kmp_info*, int, int, void (*)(void*, v libiomp5.so 176 0.94
oid*), void*)

» matmul_sub bt-mz_B.16 12.73 0.68
» y_solve bt-mz_B.16 7.87 0.42
» compute_rhs bt-mz_B.16 7.49 0.4
» x_solve bt-mz_B.16 712 0.38
» z_solve bt-mz_B.16 6.74 0.36

T O ===
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Topology Tab: Istopo View

= Hover above the « Topology » tab name to see the scrolling list allowing to select additional views to
display

Displays a graphical

representation of the T
— threads affinities and -
the cores on which : -
Machine (75568 total) [lgmz12.b[._Jare.com ¥
Istopo they ran Package Lto CIMPI #0 - 19442 (24 threads) ¥
Groupe Groupe MPI #0 - OMP #0.0 - Thread 19442
Command: <5 . NiMaNode LR PRe (9368) | | £0 - OMP 20 1 - Thread 19
IMP_PLACES: DlSp|aYS for each - - - - o - gmz12_benchmarkcenter. megware com - P#13:
- - Core Li Core Li Core Li Core Li Core Li Core Li Core 'I 00-00%
| core a Welg hted |ISt PU LB PU LE2 PU L#4 PU LAG PU LAB PU L#18 PU L 4
of th read S th at P P#1 Pez PE3 P4 Pes P24 P25 I
i ey ‘s ins ey e |[[] oo “ovme ||| e : .
executed on this core MPI #0 - OMP #0.15 - Thread 19729
MPI #0 - OMP #0.16 - Thread 19752
Core L#6 Core L#7 Core L#3 Core L#9 Core L#18 Core L#11 Core L#38 Core L#31 MPI #0 - OMP #0.17 - Thread 19764
DISp|ay5 for eaCh PU LE12 PU L#14 U LELE PU L#1E U L#28 PU L#22 PU L#SE PU L#BZ MPI #0 - OMP #0.18 - Thread 19774
. . P26 pE7 ] pEg PE18 PE11 pEse P31 MPI #£0 - OMP #0.19 - Thread 19780
> thread a Welghted |ISt PU LA13 PU L#LS PU L#LT PU L#19 PU L#21 PU L#23 PU LA61 PU LAE3 MP1 #0 - OMP #0.20 - Thread 19817
Of the CO res on Wh |Ch PE19E P#199 PE188 P#z81 P#zB2 P#283 P#222 PE#223 MPI #0 - OMP #0.2 - Thread 19518
the th d ted MPI #0 - OMP #0.21 - Thread 19829
e rea execute Core L#12 Core L#13 Core L#14 Core L#15 Core L#16 Core L#17 Core L#36 Core L#37 MPI #0 - OMP #0.22 - Thread 19840
PU LA24 PU L#26 PU L#2B PU L#38 PU LA3Z PU L#34 PU LA7Z PU LA74 MPI #0 - OMP #0.23 - Thread 19849
P12 PE13 P#14 PE15 P#16 P17 P36 P37 MPI #0 - OMP #0.3 - Thread 19526
PU L#25 PU L#27 PU L#29 PU L#31 PU L33 PU L#3S PU LT3 PU LTS MPI #0 - OMP #0.4 - Thread 19537
P#zE4 Pe285 P#286 P87 P#288 L PE228 P#229 MPI #0 - OMP #0.5 - Thread 19553
MPI #0 - OMP #0.6 - Thread 19567
Core L#1E Core L#19 Core L#28 Core L#21 Core L#22 Core L#23 | Core L#a2 Core L#43 MPI #0 - OMP #0.7 - Thread 19583
I [RRA] |BR A [RRA] |BR A [BRN] I I |BR A I

Hover over a thread to highlight the core(s) on which it ran
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MAQAO ONE View Scalability Reports

Goal: Provide a view of the application scalability
= Profiles with different numbers of threads/processes

= Displays efficiency metrics for application

1.2

1.0

e
o
L

ncy [higher is better)

¥ Detailed Efficiency

Run \ Number of observed threads

Efficiency (ideal is 1)

2x1 2

2x2 4
2x4 8
2x8 16
2x16 32
2x32 64
2x64 128

2x96 192
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MAQAO ONE View Scalability Reports — Application View

]\ "",:‘L\, m :3 (j Global Application Functions Topology

Coverage per category
= Comparison of categories for each run Sty e Caozy

Function Based Profile ? 85,714

Scalability - Caverage per Parallel Efficiency

Coverage per parallel efficiency T e ]
Tsequential

=" Efficiency = - N
parallel™Vthreads
» Distinguishing functions only represented in parallel or sequential

= Displays efficiency by coverage -

Global Application Functions Topology

ReliEilyRe b= SN Scalability - Coverage per Parallel Efficiency

Scalability - Coverage per 100,000

Category
Scalability - Time per Category J—
Function Based Profile ?
Scalability - Coverage per Parallel 71429
Efficiency
Loop Based Profile ? E g
@
Detailed Loop Based Profile 2 ;E:'
z s
=]

28571

14,286

0,000

11 12 1-4 18 118
Configuration (Processes MPI - Threads OpenMP)

0% to Hew or
W 00E ] unmeasure. d
efficienc

0% to 10% 0% to 20% 20% to 30% 30% to 405% 0% to 50% 50% to 60% 60% to 70% 0% to 80% B0% to 90%
B friciency M efficiency M efficiency [ efficiency T efficiency ' efficiency [ efficiency T efficiency M efficieney
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MAQAO ONE View Scalability Reports — Functions and Loops Views

Displays metrics for each

function/loop
= Efficiency

= Potential speedup if efficiency=1

Loops Index

Global

Application Functions

]\ﬂA @/_\ (j Global Application Functions Topology

Functions and Loops

[» Filters

1-17 Efficiency O1-1) Potential Speed-Up (%) FA(1-2) Efficiency (1(1-2) Potential Speed-Up (%) [A(1-4) Efficiency [A(1-4) Potential Speed-Up (%) F1(1-8) Efficiency [(1-8) Potential Speed-Up (%)
1-186) Efficiency 1-16) Potential Speed-Up (%) [Select none

(1-2) (1-4) (1-8)

Deviation {1-1) Potential Potential Potential

{coverage) |Efficiency Efficiency| Speed- |Efficiency Speed- |Efficiency Speed- |Efficiency| Speed-
Up (%) Up (%) Up (%) Up (%)

Coverage

Name Module )

Time (s} |Nb Threads

o _INTERMNAL_25_______src_kmp_barrier_cpp_ac7c2c?3:__

kmp_hyper_barrier_release(barrier_type, kmp_info®, int, int, int libiompS s0 2402 1538 16 1862
, woid*)

a binvecrhs bt-mz.C.1 20.71 1327 16 622

» compute_rhs bt-mz.C.1 10.76

Topology

Loop id
Loop
215
Loop
224
Loop
192
Loop
199
Loop
169
Loop
221
Loop
189
Loop
196
Loop
165
Loop
227
Loop
220
Loop
188
Loop
216
Loop

11

[Coverage (%)
E=(1-2) Efficiency
[Select none

Source
Lines

71175

146-308

146-308

145-307

40-50

55-137

57-139

55-137

65-67

26-28

415-423

395-399

71175

304-349

bt-mz.C.1
f

bt-mz.C.1

bit-rmz.C.1

bt-mz.C.1

bit-rmz.C.1

bt-mz.C.1

bit-rmz.C.1

bt-mz.C.1

bit-rmz.C.1

bt-mz.C.1

bit-rmz.C.1

bt-mz.C.1

bt-mz.C.1
f

bt-mz.C.1

OTime (s)

Source File

solve_subs

z_solve.f
x_solve. f
y_solve.f
rhs.f
z_solve.f
x_solve. f
y_solve.f
rhs.f
add.f
z_solve f
x_solve.f

solve_subs

rhs.f

OVectorization Ratio (%)
=11-2) Potential Speed-Up (%)

Source Function
matriul_sub
z_solve
x_salve
y_solve
compute_rhs
z_solve
x_salve
y_solve
compute_rhs
addétomp_loop_0
z_solve
x_solve
matriul_sub

compute_rhs

[1Speedup If Clean OSpeedup If FP Vectorized [Speedup If Fully Vectorized [01-1) Efficiency [(1-17 Potential Speed-Up (%)
=(1-4) Efficiency FA(1-4) Potential Speed-Up (%) FA(1-8) Efficiency =(1-8) Potential Speed-Up (%) =(1-16) Efficiency =(1-16) Patential Speed-Up (%)
(1-2) (1-2) Potential Speed- (1-4) {1-4) Potential Speed- (1-8) {1-8) Potential Speed- (1-16) (1-16) Potential Speed-
Efficiency Up (%) Efficiency Up (%90 Efficiency Up (%) Efficiency Up (%)

1.51 2.49 2.99 2.96

1.34 2.07 273 262

1.22 1.91 1.92 2.04

1.09 1.81 128 211

1.59 2.95 2.3

1.32 1.56 1.66

1.14 1.28 1.26

1.01 1.18 1.12

1.22 2.31 1.64

1.14




VIRTUAL INSTITUTE - HIGH PRODUCTIVITY SUPERCOMPUTING

Backup Slides




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Performance analysis and optimisation

{ Algorithm }
Where is the application spending most execution time and @

resources?

Why is the application spending time there? LivE il

= Algorithm, implementation, runtime or hardware?
= Data access or computation?

[ Source Code N Parallelisation 1

How to improve the application? @
= At which step(s) of the workflow or dev process? [ Compilation }
= What additional information is needed? lL
How much gain can be expected? [ Execution 1
= At what cost? -
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MAQAO Main structure
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MAQAO CQA: Main Concepts

Applications exploit at best 5 to 10% of the peak performance.

Main elements of analysis:
= Peak performance Same instruction — Same cost

= Execution pipeline .

» Resources/Functional units Process up to
HEEE 8X data

Key performance levers for core level efficiency:

» VVectorization ........

= Avoiding high latency instructions if possible (DIV/SQRT)
= Guiding the compiler code optimization
= Reorganizing memory and data structures layout

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026) 47
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MAQAO CQA: Guiding the compiler and implementation hints

Compilers can be driven using flags, pragmas, and keywords:

= Ensuring full use of architecture capabilities (e.g. using flag -xHost on AVX capable machines)
= Forcing optimizations (unrolling, vectorization, alignment, ...)

= Bypassing conservative behaviour when possible (e.g. 1/X precision)

Hints for implementation changes:

= Improve data access patterns
= Memory alignment
» Loop interchange
= Changing loop strides
= Reshaping arrays of structures

= Avoid instructions with high latency (SQRT, DIV, GATHER, SCATTER, ...)

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, BARCELONA, SPAIN, 09—13 FEBRUARY 2026)
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Analysing an application with MAQAO

MAQAO modules can be invoked separately for advanced analyses

= | Prof
= Profiling

$ maqao lprof xp=exp dir --mpi-command="mpirun -n 16 -ppn 4" ppn=4 -- ./bt-mz.C.16
» Display functions profile

$ magao lprof xp=exp dir -df
» Displaying the results from a ONE View run

$ maqao lprof xp=oneview xp dir/tools/lprof npsu -df

= CQA

$ magao cqa loop=42 bt-mz.C.16

Online help is available:
$ magao lprof --help

$ magao cgqa --help
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Application to Motivating Example

['cain [ potential gain | Hints | Experts onty |

Your loop is partially vectorized.
Only 28% of vector register length is used (average across all 33E/AVX instructions).
By fully vectorizing your loop, you can lower the cost of an iteration from 57.00 to 21.50 cycles (2.65x speedup).

51% of SSE/AVX instructions are used in vector version (process two or more data elements in vector registers):

* 24% of SSE/AVX loads are used in vector version.
* 0% of SSE/AVX stores are used in vector version.

Since your execution units are vector units, only a fully vectorized loop can use their full power.
Proposed solution(s):

* Try another compiler or update/tune your current one:
o use the vec-report option to understand why your loop was not vectorized. If "existence of vector dependences”, try
NDER.disaat v i DEP=lreeterimation=pacaiblo b s inefficient”, try the VECTOR ALWAYS directive.

* Remove inter-iterations dependences from your loop and make it unit-stride:

ously and, otherwise, try to
permute loops accordingly:
Fortran storage order is column-major: do i do j a(i.j) = b(i,j) (slow, non stride 1) == do i do j a(j,i) =

1)

o If your loop streams arrays of structures (AoS), try to use structures of arrays instead (SoA):
do i a(i)¥éx = b(i)%x (slow, non stride 1) == do i a%x(i) = b%x(i) (fast, stride 1)

Execution units bottlenecks

Performance is limited by:

oot operations (the divide/square root unit is a bottleneck)
ector registers (the VPU is a bottleneck)

+ execution of divide and squafe
» execution of INT/FP operations

etected 48 FMA (fused multiply-add) operations.
Presence of both ADD/SUB and MUL operations.

Pro H
Try to change order in which elements are evaluated (using parentheses) in arithmetic expressions containing both ADD/SUB and
MUL operations to enable your compiler to generate FMA instructions wherever possible.
For instance a + b*c is a valid FMA (MUL th. - - - :
ot " can  Potett gai | e | Expers oy I

However (a+b)* ¢ cannot be translated into
~l,

[* T TP

data structures access

Petected data structures (typically arrays) that cannot be efficiently reads =

» Constant non-unit stride: 1 occurrence(s)
* [mregular (variable stride) or indirect: 1 occurrence(s)

—p 1) High number of statements

2) Non-unit stride accesses

3) Indirect accesses

By removing all these bottlenecks, you can lower the cost 0 aration from 57.00 to 48.00 cycles (1.19x speedup).

Proposed solution(s):

+ Reduce the number of division or square root instructions.
If denominator is constant over iterations, use reciprocal (replace x/y with x*(1/y)).
done by your compiler with no-prec-div or Ofast.

Check whether you really need double precision. If not, switch to single precision to speedup execution.

* Reduce arithmetical operations on array elements

precision impact. This will be

» 4) DIV/ISQRT
5) Reductions
6) Variable number of iterations

7) Vector vs scalar
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