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@inesc id Motivation

& Modern HPC systems and applications are 8

complex and heterogeneous
& Hard to model

o Hard to optimize

& The CARM as a solution ot e 5
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@inesc id Motivation

& Modern HPC systems and applications are

complex and heterogeneous 1287 Peak performance (maximum throughput of ALUs)
o Hard to model I Asle
& Hard to optimize = 32
) @
5 @
& o
@& The CARM as a solution g
& Easy to understand é !
o Accurate performance overview & ;
5§
o Good optimization hints
memory-bound mixed compute-bound
. . 2-8 2-4 ‘| 24 28 212
¢ CARM was originally supported only by Arithmetic Intensity (flop/byte)
Intel Advisor (CommerC|a| t00|) The Cache-Aware Roofline Model




&g The Cache-aware Roofline Model

o HOW dOeS CARM WOrk? 128 Peak performance (maximum throughput of ALUs)
O Sloped Roof
& Flat Roof
e
N
3
Q.
L
L i
& How to generate CARM? =) 8
Q
o Floating-Point Microbenchmarks §
= 27
& Memory Microbenchmarks £
-
0.5
@ The CARM Tool memory-bound mixed compute-bound
o Automatic Benchmarking 28 24 ‘ 1 l 2‘4 ‘ 2‘8 l 2‘12
el Automatic CARM Generation Arithmetic Intensity (flop/byte)

A. llic, F. Pratas and L. Sousa, "Cache-aware Roofline model: Upgrading the loft“, IEEE Computer Letters, 13 (1), 2014 3



@isl}es"d \\ State of the art — Roofline Tools

CARM ? CARI CARM

¢ And about ARM and RISC-V? |J P r()f
and GPUs? E pT



%S‘ngdd he CARM Tool — Supported ISAs
Intel AMDAI MRisc




& The CARM Tool
¢ Extension to GPU

& Integration: HPC Tools, Centres and Codesign

g



Enescid The CARM Tool — High Level

@ Interfacing
B Command Line Interface
® Graphical User Interface Galath] R3] e
Automatic
?| | Benchmarking
@  Automatic Benchmarking v
o CARM Benchmarks l Com:;??:cléine SVG Graphs St?)?;a;]e
o Memory / FP / Mixed Benchmarks
> | Agptter
@  Application Analysis T

o PMU Analysis
o DBI Analysis




Enescid The CARM Tool — High Level

High-Level Python Scripts

Application Analysis

Intel_SDE_AiCalculator.py PMU_AI_Calculator.py Run.py ResultsGUI.py

dbi_carm_roi.h DBI_AI_Calculator.py

------ - 3 i

& i

CARM Tool

Main Folder
( %

¢ ¥ )
CustomClient Results Bench Config Test Assets
y A
Microbenchmarks Automatic/Manual Microbenchmarks
opcoder.c Results Storage Generation configuration files Execution GUI Images
Data Storage Automatic Benchmarking

Low-Level C Files




inescid he CARM Tool — Graphical User Interface

# Results Visualization

SkylakeLapts
— ylakeLaptop

CARM Results 1: avx2 - v 1 x v - - - - - 2024-05-1314:55:39  x ~ ResultsGUl.py

CARM Results 2: scalar v v 1 -

- - - - - 2024-05-1316:13:10  x ~

x | mixedL1_3FP_1LD_1ST_fma (MIX) - 2024-05-23 21:05:45 (avx2 dp 1 Threads | Al: 0.375 Gflops: 40.6636) | | x K mixedL1_1FP_1LD_1ST_fma (MIX) - 2024-05-23 21:02:20 (avx2 dp 1 Threads | Al: 0.125 GFlops: 29.3844)

x | mixedL1_6FP_2LD_1ST_fma (MIX) - 2024-05-23 19:43:32 (avx2 dp 1 Threads | Al: 0.5 Gflops: 65.2586) || x  mixedL1_3FP_1LD_1ST_fma (MIX) - 2024-05-23 19:58:18 (avx2 dp 1 Threads | Al: 0.375 GFlops: 61.6182)

Cache Aware Roofline Model
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® mixedLl 3FP_1LD_IST fma (2024-052321:05:45) @ mixedLl 1FP_1LD_1ST fma (2024-05-2321:0220) @ mixedL1 6FP_2LD_1ST fma (2024-05-2319:43:32) @ mixedL1 3FP_1LD_1ST fma (2024-05-23 19:58:18)
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# Benchmark Execution

CARM Tool Functions

Run CARM Benchmarks

CARM Benchmarks Configuration

Machine Cache Sizes per Core (Kb):

- L3 Total Size

Thread Counts to Benchmark:
1248163264..
@ Interleave Threads (NUMA)

ISA Extensions to Benchmark:
@ AVX512 @ AvX2 @8 SSE @ Scalar

Precisions to Benchmark:
@or @sP

Load/Store Ratio Configuration:

Custom Load/Store Ratio

@ Only Loads @@ Only Stores
DRAM Test Size Configuration:

Custom Size (Kb) B Auto_Adjust

Run Application Analysis

Stop Benchmark/Analysis

he CARM Tool — Graphical User Interface

ResultsGUI.py

Assets

GUI Images



@inescid he CARM Tool — Graphical User Interface
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@  Application Profiling

CARM Tool Functions

Application To Profile ResultsGULpy

Run CARM Benchmarks

CARM Benchmarks Configuration

Machine Name

Machine Cache Sizes per Core (Kb):

g Application Analysis Method -

Thread Counts to Benchmark:

DBl DBI(RO)  PMU (ROI)

@ Interleave Threads (NUMA) f—

ISA Extensions to Benchmark:
@ AVX512 @ AVX2 @8 SSE @ Scalar
Precisions to Benchmark: Appllcatlon SPECIfIcatlon

@or @sP

Load/Store Ratio Configuration:

Enter executable file path
Assets

@ Only Loads @@ Only Stores
DRAM Test Size Configuration: Enter executable arguments

Custom Size (Kb) B Auto_Adjust

Run Application Analysis Application Source Code must be Injected to Profile Region of Interest
Stop Benchmark/Analysis GUI Images

Run Application




@ The CARM Tool — Automatic
inescid

Benchmarking

High-Level Python Scripts
Application Analysis
dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py Run.py ResultsGUI.py
______ ‘[_ B 1 1 ______J____________j________
. J
N $
CARM Tool =,
Main Folder
f S
| ; 3 ! |
y v v
CustomClient Results Bench Config Test Assets
y \ 4 y 4
et e ) Microbenchmarks Automatic/Manual Microbenchmarks Ul Imaaes
opcoder.c Results Storage Generation configuration files Execution GUI Images
Data Storage Automatic Benchmarking
Low-Level C Files 9




The CARM Tool — Automatic
Benchmarking

AVX512 Microbenchmarks Pseudo-Code RISC-V RVV Vector Length Detection

volatile (

(vec length)

’

Microbenchmarks Automatic/Manual Microbenchmarks

Generation configuration files Execution
test var

Automatic Benchmarking




@inescid The CARM Tool — Application Analysis

High-Level Python Scripts
Application Analysis
dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py Run.py ResultsGUl.py
______ ‘[ 1 1 J_J‘
|\ J
> $
CARM Tool }
Main Folder
, A
[ ; \ ! |
y v ¥
CustomClient Results Bench Config Test Assets
\ 4 4 y y \ 4
Data Storage Automatic Benchmarking
Low-Level C Files 10




@inescid The CARM Tool — Application Analysis

PAPI

dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py

DynamoRIO Intel SDE

Analysis Type PMU Analysis DBI Analysis DBI Analysis +

o o . ©
inie
CustomCliont Appllcat.lon No Yes Yes N S
Analysis é) ([)
l ROI Analysis Yes Yes Yes O.Vnamoﬂ\o
opcoder.c Intel | AMD |
Supported Intel | AMD | S
Architectures ARM ARM | .?RISC-V Intel | AMD

10



@inescid The CARM Tool — Application Analysis

PAPI

main ( argc, ar* argv[]) { +

dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py

#include <papi.h>

PAPI hl region begin(""); ° o

] ®
for (i=0; i<num runs; i++){
matrix multiply(a, b, c, msize); ln
CustomClient } B é)\ /ﬁ

PAPI hl region end("");
o) O
l return 0; J"73"'10“\

opcoder.c

10



@inescid The CARM Tool — Application Analysis

PAPI

dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py

- DynamoRIO Intel SDE
Analysis Type PMU Analysis DBI Analysis DBI Analysis +
o o . ©
inie
CustomCliont Appllcat.lon No Yes Yes N S
Analysis é) ([)
l ROI Analysis Yes Yes Yes O.Vnamoﬂ\o
opcoder.c Intel | AMD |
Supported Intel | AMD | S
Architectures ARM ARM | .’)RISC-V Intel | AMD

10



@inescid The CARM Tool — Application Analysis

PAPI

‘ dbi_carm_roi.h DBI_AI_Calculator.py Intel_SDE_AiCalculator.py PMU_AI_Calculator.py

#include "dbi carm roi.h"

t main(int argc, argv[]) { +
| ®
CARM roi begin(); e e l n tel
CostomGlion for (1=OE 1<num_runs; ESENEE ' N
matrix multiply(a, b, c, msize); b [%
) o)
l CARM roi end(); J'namo“\o

opcoder.c

return 0;

10



& nescid \ The CARM Tool - Demo

CARM and Application Analysis Results

11



&g Results — Application Analysis

@  Cross-Architecture SpMV Analysis €  SpMV Performance

o Using the Eigen library o RCM Re-Ordering improves performance
e SpMV performance comparison

- Cache Aware Roofline Model

x86-64/Intel
ARM
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Uop %5 S 9 Arithmetic Intensity
@ RCM Matrix DBl @ RCM Matrix PMU (58654 T
@ Original Matrix DBI @ Original Matrix DBl [AARCH64— i — 2 — - (5 - oRAM —-— aud]
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& The CARM Tool
¢ Extension to GPU

& Integration: HPC Tools, Centres and Codesign

g



Enescid GPU integration in the CARM Tool

# Nvidia GPU extension + Tensor CARM

e Functionality to test both CUDA Cores and Tensor Cores
& Functionality to test Shared Memory, L2 cache and Global Memory

@  Allows for the profiling of GPU applications using Nsight Compute

e Functionality to profile entire applications or target individual kernels

e Potential shown in the optimization of CNNs

# AMD GPU extension

o Complete implementation for AMD MI GPUs using HIP
o Supporting benchmarking using AMD RocProf

13



é%?igescid Performance benchmarks
ISDOd

. /l data preparation in CUDA C++
@& Maximum measured performance i
mov.u64 %time_start, %%globaltimer;
. . . foriinOtoIter do: D=AxB+C
o Tal’get instruction in PTX assembly mma.sync.aligned.shape.row.col.precision C, A, B, C;
. . /l'loop unrolling
O Thousands of iterations, thousands of threads end
mov.u64 %time_end, %%globaltimer;
@& Different data precisions
recision: f32.f16.f16.f32 shape :
2 £32.t£32.1£32.¥32 Ghatiionss
O Set of different instruction shapes for mat-mul k J
Within 0.5% on the RTX 3080
o 2.5% on the A100 (some exceptions)

ntage of Peak Performance (%)
@ S
3 3

Percer

mlengkS  mi6n8K16  mlengk8  ml6ndkl6  ml6nBk  milenBkl6  mi6ndkd mlengk8  menBKl6  mi6nkl6  mi6n832  mBngk32  ml6nBk32  mindkéd  m8ngk128  mi6ndKI28  mi6nBk2S6

1FP16_16 2FP16_32 3.BF16 4TF32 5.INT8 6.INT4 7.Binary
N RTX3080 NN A100

14
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217
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Performance (GOP/s)

N

218 4

216 4

214

Performance (GOP/s)

RTX 3080 Tensor CARM Validation

LA™ S

Global Memory

L2 Cache

Shared Memory (32b)

Shared Memory (64b)

INT8 TC Limit

INT K16 Shared Memory Validation
INT K16 L2 Cache Validation

INT K16 Global Memory Validation
INT K32 Shared Memory Validation
INT K32 L2 Cache Validation

INT K32 Global Memory Validation

-1 21 23 25 27 29 211
Arithmetic Intensity (OP/Byte)

A100 Tensor CARM Validation

Global Memory

L2 Cache

Shared Memory

INT8 TC Limit

* INT K16 Shared Memory Validation
INT K16 L2 Cache Validation

INT K16 Global Memory Validation
INT K32 Shared Memory Validation
INT K32 L2 Cache Validation

INT K32 Global Memory Validation

X X X o

2-1 21 23 25 27 29 21

Arithmetic Intensity (OP/Byte)

Power (W)

Power (W)

RTX 3080 INT8 Power CARM

220 -

200 -

180

160

140 -

INT K16 Shared Memory i
= INT K16 L2 Cache :
INT K16 Global Memory |
INT K32 Shared Memory |
INT K32 L2 Cache |
INT K32 Global Memory ,5

20 22 24 26 28 210 o1
Arithmetic Intensity (OP/Byte)

A100 INT8 Power CARM

2804

260

240

220 A

2001

180 -

160 4

—=- INT K16 Shared Memory : j\
-+~ INTK16 L2 Cache ! -
-+~ INTK16 Global Memory i K Vo [
— INT K32 Shared Memory | hd A
—¢ INTK32 L2 Cache ! Ahesr A
—%— INT K32 Global Memory |

1

2 0 22 24 26 28 210 212
Arithmetic Intensity (OP/Byte)

Energy Efficiency (GOPs/J)

Energy Efficiency (GOPs/))

1750

1500 -

1250

1000

750

500

250

=== INT K16 Shared Memory
INT K16 L2 Cache
INT K16 Global Memory
INT K32 Shared Memory
INT K32 L2 Cache
INT K32 Global Memory

20 22 24 26 28 210 212
Arithmetic Intensity (OP/Byte)

A100 INT8 Energy Efficiency CARM
T T

3500

3000 1

2500

2000

1500

1000 A

500

=== INT K16 Shared Memory
——- INT K16 L2 Cache
=== INT K16 Global Memory
—— INT K32 Shared Memory
— INT K32 L2 Cache
—— INT K32 Global Memory

20 2'2 2‘4 2'6 iB 2'10 2‘]2
Arithmetic Intensity (OP/Byte)
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&g aracterization of DL GPU Kernels

& Use CARM to evaluate GPU kernels

o GEMM kernels provided by cuBLAS and CUTLASS

& Deep learning kernels provided by cuDNN |ﬁ NVIDIA
@ Nsight
Compute
&  Nsight Compute as profiler tool
o Bytes transferred, FLOPs executed and execution time
o Cannot measure integer operations

16



GEMM

GEMM and Convolutional Kernels

RTX 3080 TF32 GEMM Performance RTX 3080 FP16_32 GEMM Performance RTX 3080 GEMM Efficiency as a Function of Problem Size

2504

Performance (GOP/s)

Convolve

performance (GOP/s)

215 4 o
- -/
/ 200 4
213 4 — —— Global Memory
% -
—— Global Memory o —— L2 Cache =
2124 i L2 Cache 8 —— Shared Memory (32b) Q 150 A
= e
,‘ —— Shared Memory (32b) ] —— Shared Memory (64b) [ R Y J) <)
] —— Shared Memory (64b) 5 —— FP16_32 TC Limit > =
214 I TF32 TC Limit E TF32 TC Limit § 1004
f‘ -=- CUTLASS TF32 GEMM £ —=-- CUTLASS TC FP16_32 GEMM ;E’
210 | H —— CUBLAS TF32 GEMM & —— CUBLAS TC FP16_32 GEMM o
{ CUBLAS FP32 GEMM CUBLAS FP32 GEMM == CUTLASS TF32 GEMM
. " e 128 » 2048 * 128 > 2048 50 A ——- CUTLASS TC FP16 32 GEMM
9 | ¥ =
2 ! Y 256 m 4096 v 256 m 4096 —— CUBLAS TF32 GEMM
i A 512« 8192 A 512 * 8192 —— CUBLAS TC FP16_32 GEMM
56 | i <« 1024 % 16384 <« 1024 *® 16384 o] &= CUBLAS FP32 GEMM
20 2! 22 2 2 2 2 2 20 > 28 2 2o o e 75 J
Arithmetic Intensity (OP/Byte) Arithmetic Intensity (OP/Byte) Matrix Dimension (MNK)
RTX 3080 Convolution Performance vs Input Tensor Dimensions RTX 3080 Convolution Performance vs Filter Dimensions RTX 3080 Convolution Performance vs Channels
4 216 216 g

/ 215 |

= Global Memory —— Global Memory
— o || e : ==
o Shared Memory (32b) A Iy —— Shared Memory (32b)
—— Shared Memory (32b) 8 Shared Memory (64b) 8 214 | —— Shared Memory (64b)
—— Shared Memo.ryv(64b) b FP16_32 TC Limit Y —— FP16_32 TC Limit
—— FP16_32 TC Limit § TF32 TC Limit g TF32 TC Limit
ot &
TF32 TC Limit £ FP32/TF32 Measured Perf € *  FP32/TF32 Measured Perf
+  FP32/TF32 Measured Perf | & FP32/TF32 Theoretical Perf £ 281 FP32/TF32 Theoretical Perf
FP32/TF32 Theoretical Perf & FP16_32 Measured Perf & * FP16_32 Measured Perf

FP16_32 Measured Perf FP16_32 Theoretical Perf

FP16_32 Theoretical Perf

* FP16_32 Theoretical Perf Filter Dim 3 » Filter Dim 11 12 « Ch.3 » Ch.32
¢ Dim128 <« Dim 1024 Filter Dim5 m Filter Dim 13 271 Y Ch.4 m Ch.64
v Dim256 » Dim 2048 Filter Dim 7 = Filter Dim 15 A Ch.8 * Ch.128
o ] A Dim512 ® Dim 4096 Filter Dim 9 + Filter Dim 17 < Ch.16 + Ch. 256
2 22 22 2t 2 24 2 22 2 2t >

Arithmetic Intensity (OP/Byte) Arithmetic Intensity (OP/Byte) Arithmetic Intensity (OP/Byte)
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& The CARM Tool
¢ Extension to GPU

& Integration: HPC Tools, Centres and Codesign

g



Enescid Integration into the HPC Centers

& Tools in HPC Centers are comprehensive, but mostly oriented

to performance analysis not architecture modelling

¢ Close collaboration and extensions with SOTA tools
& Paraver at BSC
o GPP Codesign at Codasip
= Adaptyst at CERN

Fear e e

& Great to integrate computer architecture

o models such as CARM!

7029843 17033407

17043087
J g

REDRAW J7 Comm _fRecv _fSend _IFlag |7 Color ,ﬁ] i] .ﬂ l] 2] l]

Time




@igescid Integration into HPC Centres

lisboa

& CARM Based Application Profiling
o Via the CARM Tool

o Via Extrae traces and Paraver integration

& Deployment to HPC Centres

o Karolina automated deployment complete

o Available on EuroHPC centres soon

# CARM Dissemination Initiatives

o POP3 Webinar
o VI-HPS Tools Guide and Blog

o https://www.vi-hps.org/tools/carm.html

(3 LEONARDO

CINECA

o https://pop-coe.eu/blog/28th-pop-webinar-the-carm-tool-cache-aware-roofline-model-for-hpc
34


https://www.vi-hps.org/tools/carm.html
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@inesc id CARM - Paraver Integration

o
o

o

o
o

& CARM-Paraver Integration Features E ﬁ E

Barcelona
Supercomputmg

Center
Centro Nacional de Supercomputacion

& CARM Based Application Profiling in Paraver
Via analysis of Extrae traces c P
CARM Tool provides the CARM results

Integrated with the Paraver Tool as a separate module

Syncronization with Paraver timelines
Exporting Paraver timestamp coloring and masks to ch
the CARM GUI

Exporting CARM related metrics to Paraver

35



inesc id \ CARM - Paraver Integration

&  Syncronization with Paraver Timelines CC o e

o Synchronization point defined via Paraver GUI c P
= Re-sync possible via CARM GUI

CARM Results 1:

CARM Results 2:

+ FLOPS_AVX2_AVX512_DPc1

Execution Timestamp Range Selection (Microseconds) Execution Timestamps Tj un Applicatiol

Cache Aware Roofline Model

)

NONN
> RN

N

Executin

Paramedir execution finished, calculating CARM metrics.
Dash is running on http://127.0.0.1:8050/

N

* Serving Flask app 'Paraver CARM'
* Debug mode: off

Performance (GFLOP/s)
N

NN

FLOPS_AVX2_AVX512_DP.c1 @ avx512_mpi_ping.chop3.prv - ©

oy LTI AL uNL'

N NN
A SRS
LY

THRERD 1.2

28 27 26 25 24
Arithmetic Intensity (flop/byte)
® avx512_mpi_ping.chop3 value 32,000,000 Timestamps ® avx512_mpi_ping.chop3 value 8,000,000 Timestamps avx512_mpi_ping.chop3 value 16,000,00)
— L2 AVX512 = = L3AVXS12 s DRAM AVX512

36



& CARM-driven Codesign

inescid E; qu re
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& DARE SGA1 Project

& Driving Europe’s next-generation HPC systems

B Focus on performance, efficiency, and sovereignty

& Codasip: GPP Pathfinding

o Low-level architecture-aware support for CARM
o Help optimising the apps running on the GPP core

& Insights about characteristics of the architecture

2  Collaborate with the DARE SW TA



Liescia ARM Tool — Available on Github

& The CARM Tool is open source and available on Github

@  https://github.com/champ-hub/carm-roofline

@& The first of many tools to be developed in the scope of CHAMP hub

CH A MP @%

Heterogeneous Computing and Performance Modeling Hub é

Hub para Computagao Heterogénea e Modelagdo de Performance

J. Morgado, L. Sousa, A. llic. "CARM Tool: Cache-Aware Roofline Model Automatic Benchmarking and Application Analysis", IISWC, 2024 40
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