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TALP without regions MPI+OpenMP

* Most basic use case
* Nothing needed except installed DLB

export DLB_ARGS="--talp —--ompt ——-talp-openmp —--talp-papi"

https://dlb-docs.readthedocs.io/en/stable/how_to_run_talp.html#thybrid-openmp-mpi-executions
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TALP without regions MPI+OpenMP
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dlb 3.5.3

Maximum refinement level is 3

Finished first level of refinement

Finished second level of refinement

Finished third level of refinement

(MAIN) : Completed grid initialization.

(MAIN) : Starting main simulation loop.

(MAIN) : Completed requested simulation. Exiting.

FHE###H#HHHHF#F Monitoring Region POP Metrics ############H4##

### Name: Global
##4 Elapsed Time: 85.86 s
### Parallel efficiency: 0.22

### — MPI Parallel efficiency: 0.48

#H# - Communication efficiency: 0.67

#H# - Load Balance: 0.72

#H# - In: 0.75

#H# - Out: 0.96

### — OpenMP Parallel efficiency: 0.40

#H# - Load Balance: 0.97

#H# - Scheduling efficiency: 1.00

#H# - Serialization efficiency: 0.42

### Computational metrics:

### — Average useful IPC: 2.70

### — Average useful frequency: 2.90 GHz
### — Number of instructions: 1.35E+14
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Let’s have regions




Vlasiator: regions revisited

nesmikK: Lewvel 3 @ vlasiator.sorted.cnly nesmik.prw

[l Balancing load

[ Init fieldsclver grids

[0 icnosphere-updatelcnosphereCommunicator
[l Read parameters

[l Init grids

O getFieldsFromFscrid

[ Propagate

. I0

. Calculate face derivatiwves

[l Project endTimestep

nesmiK: Level 4 @ vlasiator.sorted. juntar.propagate.prv.gs [ Update system boundaries (Vlasow pre—translation)
[ velocity-space

] Fropagate Fields

[} vpdate system boundaries (Vlascw post—translaticn)
[J spatial-space

[l Bailout-allreduce

] U"pdate system boundaries (Vliascv post—acceleration)
B legfile-io

[l write-restart
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TALP with regions MPI+OpenMP

* Most basic use case
* Nothing needed except installed DLB

export DLB_ARGS="--talp —--ompt ——-talp-openmp —--talp-papi
——talp-output—-file=talp.json"

https://dlb-docs.readthedocs.io/en/stable/how_to_run_talp.html#thybrid-openmp-mpi-executions
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TALP with regions MPI+OpenMP
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#HH###EH######H#E Monitoring Region POP Metrics

### Name:

### Elapsed Time:

### Parallel efficiency:

### — MPI Parallel efficiency:

#H## - Communication efficiency:
#H## - Load Balance:

#H## - In:

#H## - Out:

### — OpenMP Parallel efficiency:
#H## - Load Balance:

#H## - Scheduling efficiency:
#H## - Serialization efficiency:

### Computational metrics:

### - Average useful IPC:
### - Average useful frequency:
### — Number of instructions:

#HH###EF######H#E Monitoring Region POP Metrics
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TALP with regions MPI+OpenMP
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Name :
Elapsed Time:

Parallel efficiency:
— MPI Parallel efficiency:
— Communication efficiency:
— Load Balance:

- In:
— Out:

— OpenMP Parallel efficiency:
— Load Balance:
— Scheduling efficiency:
— Serialization efficiency:

Computational metrics:

— Average useful IPC:

— Average useful frequency:

— Number of instructions:

tHAE##HfHHF##### Monitoring Region POP Metrics ##############4
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TALP with regions MPI+CUDA

* Most basic use case
* Nothing needed except installed DLB

export DLB_ARGS=" —--talp —-—-plugin=cuptil
——talp-output-file=talp.json"

https://dlb-docs.readthedocs.io/en/stable/how_to_run_talp.html#nvidia-gpu-executions
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TALP with regions MPI+CUDA

DLB[as06rd4bl4:2946559] : ############### Monitoring Region POP Metrics ##########HH##444
DLB[as06r4bl14:2946559]: ### Name: Initialization
DLB[as06r4bl14:2946559]: ### Elapsed Time: 179.46 s
DLB[as06r4bl14:2946559]: ### Host

DLB[as06r4b14:2946559]: ### ——-

DLB[as06r4bl14:2946559]: ### Parallel efficiency: 0.32
DLB[as06r4b14:2946559]: ### - MPI Parallel efficiency: 0.82
DLB[as06r4b14:2946559] : #+#+# — Communication efficiency: 0.95
DLB[as06r4b14:2946559] : #+#+# - Load Balance: 0.86
DIB[as06rd4bl14:2946559] : ##+# - In: 0.86
DIB[as06rd4bl14:2946559]: #+#+# - Out: 1.00
DLB[as06r4bl14:2946559]: ### - Device Offload efficiency: 0.39
DLB[as06r4b14:2946559]: ##+#

DLB[as06r4bl14:2946559]: ### NVIDIA Device

DLB[as06r4b14:2946559]: ### - ——————————

DLB[as06r4bl14:2946559]: ### Parallel efficiency: 0.03
DLB[as06r4bl14:2946559]: ### - Load Balance: 0.94
DLB[as06r4b14:2946559]: ### - Communication efficiency: 0.57
DLB[as06r4b14:2946559]: ### - Orchestration efficiency: 0.06
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TALP with regions MPI+CUDA

DLB[as06rd4bl14:2946559] : ############### Monitoring Region POP Metrics #############444
DLB[as06r4b14:2946559]: ### Name: Propagate
DLB[as06r4b14:2946559]: ### Elapsed Time: 51.09 s
DLB[as06r4bl14:2946559]: ### Host

DLB[as06r4bl14:2946559]: ### ————

DLB[as06r4b14:2946559]: ### Parallel efficiency: 0.32
DLB[as06r4b14:2946559]: ### - MPI Parallel efficiency: 0.61
DLB[as06r4b14:2946559]: #4#+# — Communication efficiency: 0.65
DLB[as06rd4bl14:2946559] : ##+# - Load Balance: 0.93
DIB[as06rd4bl14:2946559] : ##+# - In: 0.93
DIB[as06rd4bl14:2946559] : ##+# - Out: 1.00
DLB[as06r4bl14:2946559]: ### - Device Offload efficiency: 0.52
DLB[as06rd4bl14:2946559] : ##+#

DLB[as06r4b14:2946559]: ### NVIDIA Device

DLB[as06r4b14:2946559]: ### ———————————

DLB[as06r4b14:2946559]: ### Parallel efficiency: 0.23
DLB[as06r4bl14:2946559]: ### - Load Balance: 0.85
DLB[as06r4b14:2946559]: ### - Communication efficiency: 0.97
DLB[as06r4b14:2946559]: ### - Orchestration efficiency: 0.28
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Post-processing the JSONs
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TALP Pages

talp ci-report -1 talp —-o talp-report —--regions Propagate Initialization

https://dlb-docs.readthedocs.io/en/stable/talp _pages.html
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TALP Pages

0009

Metrics

Global Effiency

- Parallel efficiency

— MPI Parallel efficiency

— MPI Communication efficiency
— MPI Load balance

— MP! In-node load balance

— MPI Inter-node load balance
— OpenMP Parallel efficiency

— OpenMP Scheduling efficiency
— OpenMP Load balance

— OpenMP Serialization efficiency
- Computation Scalability

- Instructions scaling

- 1PC scaling

- Frequency scaling

Useful IPC

Frequency [GHz]

Elapsed time [s]

112xMPI 4xOpenMP

224xMPI 4xOpenMP

0.47
0.69
0.68
0.7

0.42
0.65
0.64
0.68

0.37

0.35

0.37

0.35

3.38
2.82
73.63
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Integration into CI/CD
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TALP Pages

https://pages.pm.bsc.es/dlb/talp-pages—example/talp/
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| wanna run the experiments as well

Go to /gpfs/scratch/nct_362/TALP/demo/inputs

e input_cpu: CPU version with example submit. sh

e input_cpu: GPU version with example submit. sh
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