VIRTUAL INSTITUTE — HIGH PRODUCTIVITY SUPERCOMPUTING

Analysis report examination with Cube

Marc Schlutter
Julich Supercomputing Centre

cubel®

scalasca




YIRTUALINSTITUTE = HIGH PRODUCTIVITY SUPERCOMPUTING

Cu be (o{F]eV=] N} DOI 10.5281/zenodo.15051777
CubeGUI

= Parallel program analysis report exploration tools
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» Originally developed as part of the Scalasca toolset —

Note: source distribution tarballs for Linux, as well as

from www.scalasca.org website in software/Cube-4x

= Can be installed independently of Score-P,
e.g., on laptop or desktop

= | atest release: Cube v4.9.1 (December 2025)
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Cube GUI - Usage via Local Client mailto: scalasca@fz-juelich.de
= L ocal Client Options: = Accessing Cube files
= User installation from tarball = copy .cubex file (or entire scorep directory) to

desktop from remote system via scp

* Running binary: = locally mount remote filesystem via sshfs

» win32 binary, Mac OS .dmg, Linux binary .AppImage

» Example for the AppImage: desk$ mkdir $HOME/mnt
desk$ sshfs <user>Qtransferl.bsc.es:/gpfs/scratch/nct 362 $HOME/mnt

desk$ wget https://apps.fz-juelich.de/scalasca/\ _
releases/cube/4.9/dist/CubeGui-4.9.1.AppImage » Running a cube_server 0N the remote sytem

and connect to it

desk$ chmod u+x CubeGui-4.9.1.AppImage

desk$./CubeGui-4.9.1.AppImage deskS$S ssh -L 3300:localhost:3300 <user>Rgloginl.bsc.es
_ _ ] _ ] login$ module load cubelib/4.9.1
= Available in Fedora distribution login$ cube server

All download options:

https://www.scalasca.org/scalasca/software/cube-4.x/download.html
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Analysis presentation and exploration

= Representation of values (severity matrix)
on three hierarchical axes
= Performance property (metric)

Property

= Call path (program location)
= System location (process/thread)

= Three coupled tree browsers

= Cube displays severities
= As value: for precise comparison
= As colour: for easy identification of hotspots
= Inclusive value when closed & exclusive value when expanded
= Customizable via display modes

Call

) path

»

Location
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Inclusive vs. exclusive values <

= Inclusive
= Information of all sub-elements aggregated into single value

= Exclusive
= Information cannot be subdivided further

int foo ()
s {

int a;
{ a =1+ 1;

Inclusive < Exclusive bar () ;
a =a + 1;
{ return a;
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Tealeaf case study
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Case study: Tealeaf

= HPC mini-app developed by the UK Mini-App Consortium

= Solves the linear 2D heat conduction equation on a spatially decomposed regular grid
using a 5 point stencil with implicit solvers

= Part of the Mantevo 3.0 suite
= Available on GitHub: http://uk-mac.github.io/Tealeaf/

= Measurements of TealLeaf reference v1.0 taken on Jureca cluster @ JSC

= Using Intel 19.0.3 compilers, Intel MPI 2019.3, and Score-P 5.0

= Run configuration
= 8 MPI ranks with 12 OpenMP threads each

o\°

cd ~/workshop-vihps/Experiments

% cube scorep tea leaf baseline 8x12 sum/profile.cubex
[GUI showing summary analysis report]
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Score-P analysis report exploration (opening view)

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jrl11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute = | | Absolute * | | Absolute -
‘ Metric tree ‘ Call tree Flat view [ system tree | [ statistics = W Sunburst @ pr |

 1.17e8 Visits (occ) -  1.17e8 tea leaf baseling -  1.17e8 machine Linux =
8633.39 Time (sec)

0.00 Minimum Inclusive Time (sec)

97.11 Maximum Inclusive Time (sec)

0 bytes put (bytes)

0 bytes get (bytes)

0 ALLOCATION_SIZE (bytes)

0 DEALLOCATION_SIZE (bytes)

0 bytes leaked (bytes)

0.00 maximum_heap memory_allocated (bytes
1.19e10 bytes sent (bytes)

1.19e10 bytes received (bytes)

M3IN WASAS

1210

EECOO0OOOOEOl

1

All (96 elements)

What k|nd Of 1.17e8 (100.00%) Where |S |t |n the ﬁ 0 . HOW |S |t
performance — source code?

metric? In what context?

distributed across

the processes/threads?
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Metric selection

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute ~ | | Absolute ~ |  Absolute “lw
E Metric tree E Call tree Flat view [ system tree | [ statistics = W Sunburst @ pr | §
1.17e8 Visits (occ) B~ 8633.39 tea leaf baseline S 8633.39 machine Linux = =
 8633.39 Time (sec) =
O 0.00 Minimum Inclusive Time (sec)
97.11 Maximum Inclusive Time (sec g
O 0 bytes put (bytes) o]
O 0 bytes get (bytes)
O O ALLOCATION_SIZE (bytes)
[0 O DEALLOCATION SIZE (bytes)
O 0 bytes leaked (bytes)
O 0.00 maximum_heap memory allocated (bytes
1.19e10 bytes sent (bytes)
1.19e10 bytes received (bytes)
- 11 . b .
Selecting the “Time” metric
shows total execution time
L] » =
1 » . ] » All (96 elements)
‘0.00 8633.39 (100.00%) 3533.39‘ ‘o.oo 8633.39 (100.00%) 3533.39‘ 0.00 £633.30 (100.00%) 8633.39
N |
selected "Time" W

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026) I _



YIRTUALINSTITUTE = HIGH PRODUCTIVITY SUPERCOMPUTING

Expanding the system tree

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12 sum/profile.cubex =@jri11>

File Display Plugins Help
Restore Setting ~ Save Settings
Absolute = | | Absolute = | | Absolute e
Metric tree E Call tree Flat view E System tree .] Statistics Sunburst H Pri |} §
1.17e8 Visits (occ) £  8633.39 tea leaf baseling - m 0.00 machine Linux =
~ 8633.39 Time (sec) - O 0.00 node jrc1531 =
O 0.00 Minimum Inclusive Time (sec) ~ O 0.00 MPI Rank 0
97.11 Maximum Inclusive Time (sec) 97.12 Master thread g
O 0 bytes put (bytes) 88.48 OMP thread 1 2
O 0 bytes get (bytes) 88.49 OMP thread 2
O 0 ALLOCATION_SIZE (bytes) 88.48 OMP thread 3
O O DEALLOCATION_SIZE (bytes) 88.49 OMP thread 4
O 0 bytes leaked (bytes) 88.51 OMP thread 5
O 0.00 maximum_heap_memory_allocated (bytes 88.48 OMP thread 6
1.19e10 bytes sent (bytes) 88.48 OMP thread 7
1.19e10 bytes _received (bytes) 88.47 OMP thread 8
- 88.49 OMP thread 9
88.48 OMP thread 10
88.46 OMP thread 11
» [@ 1082.42 MPI Rank 1
~ [ 0.00 node jrc1532
i I I » @ 1074.19 MPI Rank 2
DIStrIbUtlon » [@ 1082.20 MPI Rank 3
. ~ [0 0.00 node jrc1533
of selected metric » @ 1070.64 MPI Rank 4
f ” th » @ 1079.06 MPI Rank 5
= [0 0.00 node jrc1534
or ca pa » [@ 1091.18 MPI Rank 6
by process/th read » @ 1083.27 MPI Rank 7 3
L] ]

q 3 . ] ) = All (96 elements) v
‘o.ao 8633.39 (100.00%) 8633.39‘ ‘o.oo 8633.39 (100.00%) 8633.39‘ ‘o.ao 0.00 (0.00%) 8633.39‘
[ I I
Selected "machine Linux" v
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Expanding the call tree

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12 sum/profile.cubex =@jri11>

File Display Plugins Help
Restore Setting ~ Sawve Settings
Absolute = | | Absolute = | | Absolute “lw
E Metric tree E Call tree Flat view ¥ system tree | [ statistics Su b §
1.17e8 Visits (occ) Sl 0.00 tea leaf baseling o = 0.00 machine Linux = I3
~ 8633.39 Time (sec) v 0.03 MAIN - [0 0.00 node jrcl1531 =
O 0.00 Minimum Inclusive Time (sec) » W 7.53 tea_module.tea_init_comms_ ~ O 0.00 MPI Rank 0
97.11 Maximum Inclusive Time (sec) » W 0.27 '$omp parallel @tea_leaf.fa0:45 @ 0.00 Master thread =
0O 0 bytes put (bytes) » @ 3.30 initialise_ 0 0.00 OMP thread 1 &
O 0 bytes_get (bytes) - W 0.00 diffuse_ O 0.00 OMP thread 2
O 0 ALLOCATION SIZE (byte » @ 0.00 timer_ 0 0.00 OMP thread 3
O 0 DEALLOCATION Sl » [ 0.06 set_field module.set field_ O 0.00 OMP thread 4
O 0 bytes_leaked (& » W 0.01 timestep_module.timestep_ O 0.00 OMP thread 5
O 0.00 maxi ory allocated - [ 0.75 tea_leaf module.tea_leaf 0 0.00 OMP thread 6
» 0.26 timer_ O 0.00 OMP thread 7
D_ b . f | d » @ 115.14 update_halo_module.update_halo_ g ggg 8mg Enreag g
» MW 6.36 tea_leaf kernel_cg_module.tea_leaf kernel_init_cg . rea
Istribution of selecte » [ 20.78 tea_module.tea_allsum_ g ggg 8m5 Enreag %E
1 » W 0.76 tea_leaf_kernel_cheby module.tea_leaf_kernel_ch - rea
metric across the Ca” tree - [ 1.24 tea_leaf kernel_cg_module.tea_leaf kernel solve » @ 0.00 MPI Rank 1
~ W 1.69 '$omp paraliel @tea leaf cg.f90:186 ~ [0 0.00 node jrc1532
- [ 3421.11 !$omp do @tea_leaf cg.fo0:187 » @ 0.00 MPI Rank 2
5.83 !somp implicit barrier @tea leaf cg.f90:1¢ » @ 0.00 MPI Rank 3
2.63 '$omp implicit barrier @tea_leaf cg.f90:200 ~ O 0.00 node jrc1533
- [ 2.43 tea_leaf kernel cg_module.tea_leaf kernel_solve » @ 0.00 MPI Rank 4
- W 2.01 'Somp paraliel @tea leaf cg.f90:234 D> EO%OO :IPI' RTQ;:?
. . - [0 3402.24 '$omp do @tea leaf cg.f90:247 M WU node jrc
CoIIapsed. inclusive value 6.36 !$omp implicit barrier @tea_leaf cg.f90:2° » @ 0.00 MPI Rank 6
. 2.72 '$omp implicit barrier @tea_leaf cg.f90:257 » @ 0.00 MPI Rank 7 -
EXpanded eXCIUS|Ve Value - [ 2.04 tea_leaf kernel cg_module.tea_leaf kernel_solve__ L
— e N (i ; All (96 elements) -
0.00 (0.00%) 8633.39| ‘o.ua 0.00 (0.00%) 0.00‘
I
W
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Selecting a call path

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute = | | Absolute = | | Absolute “lw
Metric tree E Call tree Flat view [ system tree | [ statistics Su ‘| g
1.17e8 Visits (occ) ~| |~ ®m 0.00 tea_leaf baseline - =
- W 0.03 MAIN__ - O 0.00 node jrc1531 2
O 0.00 Minimum Inclusive Time (sec) » [ 7.53 tea_module.tea_init_comms_ ~ O 0.00 MPI Rank 0
97.11 Maximum Inclusive Time (sec) » W 0.27 !$omp parallel @tea_leaf.f90:45 35.30 Master thread °
0 0 bytes_put (bytes) » W 3.30 initialise_ 35.28 OMP thread 1 7
O 0 bytes_get (bytes) ~ [ 0.00 diffuse_ 35.29 OMP thread 2
O O ALLOCATION_SIZE (bytes) » 0.00 timer_ 35.29 OMP thread 3
[0 O DEALLOCATION SIZE (bytes) » 0.06 set _field module.set field 35.28 OMP thread 4
O 0 bytes leaked (bytes) ’ 0.01 timestep_module.timestep 35.29 OMP thread 5
O 0.00 maximum_heap_memory allocated - W 0.75 tea_leaf module.tea_leaf 35.28 OMP thread 6
1.19e10 bytes sent (bytes) » 0.26 timer_ 35.29 OMP thread 7
1.19e10 bytes_received (bytes) + @ 115.14 update_halo_module.update_halo_ 35.29 OMP thread 8
» [ 6.36 tea_leaf kernei_cg_module.tea_leaf kernel_init_cg 35.29 OMP thread 9
» [ 20.78 tea_module.tea_allsum_ 35.29 OMP thread 10
+ [ 0.76 tea_leaf kernel cheby module.tea_leaf kernel ch 35.30 OMP thread 11
~ W 1.24 tea leaf kernel cg module.tea leaf kernel solve ' @ 427.03 MPI Rank 1
- W 1.69 '$omp parallel @tea leaf cg.f90:186 ~ [ 0.00 node jrc1532
» @ 426.92 MPI Rank 2
5.83 !'$omp implicit barrier @tea_leaf_cg.f90:1¢ ' @ 431.03 MPI Rank 3
2.63 !$omp implicit barrier @tea_leaf cg.f90:200 - O 0.00 node jrc1533
. - W 2.43 tea_leaf kernel cg module.tea leaf kernel solve » O 422.41 MPI Rank 4
Se|6CtIOn Upda'[eS ~ [ 2.01 !$Somp parallel @tea_leaf_cg.f90:234 » @ 430.27 MPI Rank 5
. ~ [ 3402.24 !$omp do @tea leaf cg.f90:247 - g-szréOE: rJug|§|1F5aB4k ;
6.36 '$omp implicit barrier @tea_leaf_cg.f90:2: ' .48 an
metric values Shown 2.72 '$omp implicit barrier @tea leaf cg.f90:257 | ° @ 431.53 MPI Rank 7 =
1 1 ~ M 2.04 tea leaf kernel cg module.tea leaf kernel solve
in columns to the right kL o il S S Sl il | e -
8633.39 (100.00%) 8633.39‘ ‘o.oo 3421.11 (39.63%) 8633.39‘ |0.00 0.00 (0.00%) 3421.11‘
- ——

v
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Multiple selection

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute ~ | | Absolute ~ | | Absolute “lw
Metric tree E Call tree Flat view [ system tree | [ statistics Su ‘| g
1.17e8 Visits (occ) - » m 0.00 timer _ - =
» [ 0.06 set_field_module.set_field_ -~ 0O 0.00 node jrc1531 z
O 0.00 Minimum Inclusive Time (sec) » @ 0.01 timestep_module.timestep ~ O 0.00 MPI Rank 0
97.11 Maximum Inclusive Time (sec) ~ @ 0.75 tea_leaf module.tea leaf 86.98 Master thread o
O 0 bytes put (bytes) » 0.26 timer_ 86.62 OMP thread 1 )
0O 0 bytes_get (bytes) » @ 115.14 update_halo_module.update_halo_ 86.62 OMP thread 2
O O ALLOCATION_SIZE (bytes) » [ 6.36 tea_leaf kernel_cg_module.tea_leaf kernel_init_cg 87.04 OMP thread 3
[0 O DEALLOCATION SIZE (bytes) b 20.78 tea_module.tea_allsum_ 86.83 OMP thread 4
O 0 bytes_leaked (bytes) » W 0.76 tea_leaf kernel cheby module.tea_leaf kernel chi 86.61 OMP thread 5
O 0.00 maximum_heap _memory allocated - W 1.24 tea leaf kernel cg_ module.tea leaf kernel sofve 86.74 OMP thread 6
1.19e10 bytes_sent (bytes) ~ W 1.69 !$omp parallel @tea leaf cg.f90:186 86.65 OMP thread 7
1.19e10 bytes_received (bytes) 86.65 OMP thread 8
5.83 !'$omp implicit barrier @tea_leaf cg.f90:1¢ 86.90 OMP thread 9
2.63 !'$omp implicit barrier @tea_leaf_cg.f90:200 86.84 OMP thread 10
- [ 2.43 tea_leaf kernel cg_module.tea leaf kernel solve 86.90 OMP thread 11
- @ 2.01 '$omp parallel @tea leaf cg.f90:234 » @ 1054.35 MPI Rank 1
~ [ 0.00 node jrcl1532
6.36 !$omp implicit barrier @tea_leaf cg.f90:2! v @ 1044.42 MPI Rank 2
2.72 '$omp implicit barrier @tea_leaf_cg.f90:257 » @ 1053.24 MPI Rank 3
- W 2.04 tea_leaf kernel cg_module.tea leaf kernel solve -0 g-ol%zgdle ?)Jﬁ%ﬁ? ‘4
= ~ @ 1.54 !$omp parallel @tea leaf cg.f90:284 ’ : an
Select multiple nodes ' @ 105165 MPI Rark 5
. . 40.82 !'$omp implicit barrier @tea_leaf cg.f90:: - 0O 0.00 node jrc1534
with Ctrl-click 3.24 '$omp implicit barrier @tea_leaf cg.f90:302 » @ 1060.86 MPI Rank 6
+ W 1.37 tea_leaf kernel_module.tea_leaf kernel_finalise_ » @ 1055.43 MPI Rank 7 -
= » W 0.25 field summary_ — @ !
y q - B y All {96 elements) ~
8633.39 (100.00%) 8633.39‘ ‘o.oo 8403.46 (97.34%) 8633.39‘ |0.00 0.00 (0.00%) 8403.46‘
I

v,
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Box plot view

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawve Settings
Absolute ~ | | Absolute ~ |  Absolute “lw
E Metric tree E Call tree Flat view B system tree | M statistics | [ sunburst b §
1.17e8 Visits {occ) “/ |~ m 0.00 tea_leaf baseline £ - g-
~ 8633.39 Time (sec) ~ @ 0.03 MAIN ' =
O 0.00 Minimum Inclusive Time (sec) b 7.53 tea_module. tea init comms _r F 35.97
97.11 Maximum Inclusive Time (sec) » W 0.27 !$omp parallel @tea_leaf.f90:45 l | 35.92 g
O 0 bytes put (bytes) ’ 3.30 initialise_ 35.94 A i
O 0 bytes get (bytes) - 0.00 diffuse_
O O ALLOCATION_SIZE (bytes) v 0.00 timer_
[0 O DEALLOCATION SIZE (bytes) v 0.06 set _field module.set field
O 0 bytes leaked (bytes) » 0.01 timestep_module.timestep_ 35.75 1 Leqe
O 0.00 maximum_heap_memory_allocated - @ 0.75 tea_leaf_module.tea_leaf_ ’
1.19e10 bytes sent (bytes) » 0.26 tmer_ | I 35.64
1.19e10 bytes received (bytes) ’ 115.14 update_halo_module.update_halo_
» B 6.36 tea leaf kernel cg module.tea leaf kerne | | 35:56 ] ; EEED
’ 20.78 tea_module.tea_allsum E
’ 0.76 tea Iemc kernel cheby module.tea leaf ke i
- W 1.24 tea leaf kernel cg module.tea leaf kerne == :
- 1.69 '$omp parallel @tea leaf cg.f90:186 ' i
m 3421.11 '$omp do @tea leaf cg.f90:187 !
5.83 '$omp implicit barrier @tea la !
W 2.63 !$Somp implicit barrier @tz Ham i
2 43 tea_leaf kernel cg mod i
—— I 35.19
35.00
Box plot shows statistical o Box Pl Violn Pl
L] »
‘E ] £633.39 (100.0( d|str|but|on across the System’ W|th 8633.39‘ ‘ilg - 35.64 (57.25%) 35.9?‘
- min/max/avg/median/quartiles
v
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Violin plot view

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute = | | Absolute * | | Absolute “lw
E Metric tree E Call tree Flat view B system tree | M statistics | [ sunburst b §
1.17e8 Visits (occ) “/ |~ m 0.00 tea_leaf baseline ~ | 36.12 =
~ 8633.39 Time (sec) - @ 0.03 MAIN__ ' =
O 0.00 Minimum Inclusive Time (sec) ’ 7.53 tea_module.tea_init_comms_ - 35.97
97.11 Maximum Inclusive Time (sec) » @ 0.27 !$omp parallel @tea_leaf.f90:45 | 35.92 g
O 0 bytes put (bytes) » 3.30 initialise_ 35.94 i i
O 0 bytes get (bytes) - 0.00 diffuse_
O O ALLOCATION_SIZE (bytes) v 0.00 timer_
[0 O DEALLOCATION SIZE (bytes) v 0.06 set _field module.set field ’
O 0 bytes leaked (bytes) » 0.01 timestep_module.timestep_ 35.75 1 RS
O 0.00 maximum_heap_memory_allocated - @ 0.75 tea_leaf_module.tea_leaf_ . : e ’
1.19e10 bytes sent (bytes) » o0.26 tmer. | Tz ' iy I 35.64
1.19e10 bytes received (bytes) ’ 115.14 update_halo_module.update_halo_ |
» B 6.36 tea leaf kernel cg module.tea leaf kerne || 35:56 EELEY
’ 20.78 tea_module.tea_allsum_
’ 0.76 tea_leaf kernel_cheby module.tea |eaf k¢
~ @ 1.24 tea leaf kernel_cg_module.tea_leaf kerne o L7
- 1.69 '$omp parallel @tea leaf cg.f90:186 .
2.63 '$omp implicit barrier @tes ;
~ [ 2.43 tea_leaf kernel_cg_moduls !
~ [l 2.01 'Somp parallel @8 r35.19
~ [ 3402.24 '$0
6.36 !44 35.00
. . . Box Plot 2 Violin Plot
‘ Violin plot shows graphical ;
‘0.00 8633.39 (100.00%) d b ) h 8633.39‘ 35.19 35.64 (57.25%) 35.9?‘
— IStribution across the system L= :
[ | y - ——
v
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Topology view

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jrl11>

File Display Plugins Help
Restore Setting ~ Sawve Settings n = n u n B E E m u ®-rot:| 0 < ly-rot:| O -
Absolute = | | Absolute = | | Peer percent e
. Metric tree . Call tree Flat view l Statistics . Sunburst . Process x Thread | 4 g
1.17e8 Visits (occ) « |~ m 0.00 tea_leaf baseline = =l =
~ 8633.39 Time (sec) -~ @ 0.03 MAIN =
O 0.00 Minimum Inclusive Time (sec) ’ 7.53 tea_module.tea_init_comms_
97.11 Maximum Inclusive Time (sec) » 0.27 '$omp parallel @tea_leaf.f90:45 Q
O 0 bytes_put (bytes) » 3.30 initialise_ g
O 0 bytes get (bytes) - 0.00 diffuse_
O O ALLOCATION_SIZE (bytes) » 0.00 timer_
[0 O DEALLOCATION SIZE (bytes) v 0.06 set _field module.set field
O 0 bytes leaked (bytes) » 0.01 timestep _module.timestep
O 0.00 maximum_heap_memory_allocated ~ m 0.75 tea_leaf_module.tea_leaf_
1.19e10 bytes sent (bytes) ’ 0.26 timer_
1.19e10 bytes received (bytes) ’ 115.14 update_halo_module.update_halo_
’ 6.36 tea_leaf kernel_cg_module.tea_leaf kerne
’ 20.78 tea_module.tea_allsum_
’ 0.76 tea_leaf_kernel_cheby_module.tea_leaf ke
-~ @ 1.24 tea leaf kernel_cg_module.tea_leaf kerne
-~ @ 1.69 '$omp parallel @tea_leaf cg.f90:186
-~ O 3421.11 !$omp do @tea leaf cg.f90:187
™ 5.83 $omp implicit barrier @tea '
2.63 '$omp implicit barrier Qs
~ W 2.43 tea leaf kernel cg_modg
v 2.01 '$omp parallel &
] p :
0.00 8633.39 (100.00%) across the SyStem 3533.39‘ ‘p._qp L Q00 109.2:;‘
(here: processes X threads)
v
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Topology view (cont.)

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jrl11>

File Display Plugins Help

Restore Setting ~ Sawve Settings = = n n‘ n B E E m n‘ ®-rot:| 0 < ly-rot:| O -

Absolute = | | Absolute ~ | | Peer percent lw
. Metric tree . Call tree Flat view { statistics [ sunburst B Process x Thread | 4 g
1.17e8 Visits (occ) « |~ m 0.00 tea_leaf baseline = =l =
~ 8633.39 Time (sec) ~ [ 0.03 MAIN =
O 0.00 Minimum Inclusive Time (sec) ’ 7.53 tea_module.tea_init_comms_
97.11 Maximum Inclusive Time (sec) » 0.27 '$omp parallel @tea_leaf.f90:45 Q
O 0 bytes_put (bytes) » 3.30 initialise_ Process ( size 8 ) 0 g
O 0 bytes get (bytes) ~ @ 0.00 diffuse_ Thread (size12) 1
O 0 ALLOCATION_SIZE (bytes) » @ 0.00 timer_ node rc1331
O O DEALLOCATION_SIZE (bytes) » W 0.06 set field module.set field 0
O 0 bytes leaked (bytes) » 0.01 timestep _module.timestep 1 t :
O 0.00 maximum_heap_memory_allocated ~ W 0.75 tea_leaf_ module.tea_leaf_ 85.45870865 (59.08%
1.19e10 bytes_sent (bytes) 0.26 timer Ao ments. o 12210320-02 (59.08%)
1.19e10 bytes received (bytes) 115.14 update_halo_module.update halo

6.36 tea leaf kernel cg module.tea leaf kerne
20.78 tea_module.tea allsum_
0.76 tea_leaf_kernel_cheby_module.tea_leaf
1.24 tea leaf kernel cg module.tea leaf k
1.69 !$omp parallel @tea_leaf cg.fogQ
~ [0 3421.11 !$omp do @tea leaf
 5.83 1$omp implicit barrhD

¥
¥
3
¥
¥

«DIEEEEN

~ W 2.43 tea leaf kernel cg_mgs
v 2.01 '$omp parallel @k
~ [ 3402.24 !$omp g

1 L4 1
0.00 8633.39 (100.00%) 8633.39| (0.00

Selected "85.46 OMP thread 1

Selection & right-click Sl :
shows details
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Alternative display modes

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings

Absolute = | | Metric selection percent = | | Peer percent

E Metric tree E Call tree Flat view

E System tree

M3IN WASAS

1.17e8 Visits (occ) “/ |~ m 0.00 tea_leaf baseline =
- [ 0.00 MAIN_
O 0.00 Minimum Inclusive Time (sec) ’ 0.09 tea_module.tea_init_comms_
97.11 Maximum Inclusive Time (sec) ’ 0.00 !$omp parallel @tea_leaf.f30:45 . =
O 0 bytes put (bytes) » 0.04 initialise_ 98.07 OMP thread
O 0 bytes_get (bytes) ~ [ 0.00 diffuse_ 98.10 OMP thread
O O ALLOCATION_SIZE (bytes) » 0.00 timer_ 98.11 OMP thread 3
[0 O DEALLOCATION SIZE (bytes) » 0.00 set _field module.set field 98.09 OMP t :
O 0 bytes leaked (bytes) » ® 0.00 timestep_module.timestep_ 08.10 OMP t Data can be Shown in
O 0.00 maximum_heap_memory_allocated - [ 0.01 tea leaf module.tea_leaf_ ggg? gmgg )
1.19e10 bytes sent (bytes) ’ 0.00 timer .
1.19e10 bytes_received (bytes) » @ 1.33 update_halo_module.update_halo_ 98.10 OMP t various percentage
» W 0.07 tea leaf kernel cg module.tea leaf kernel init_cg 98.10 OMP t
» W 0.24 tea_module.tea_alisum_ -7 -7 98.10 OMP t mOdeS
+ [ 0.01 tea leaf kernel cheby module.tea leaf kernel ch 98.13 OMP this
~ W 0.01 tea leaf kernel cg module.tea leaf kernel solve 98.96 MPI Rank 1
- W 0.02 '$omp parallel @tea leaf cg.f90:186 ~ [ 0.00 node jrc1532

8.93 MPI Rank 2
9.88 MPI Rank 3
node jrc1533

7.89 MPI Rank 4
9.71 MPI Rank 5

m 39.63 !$omp do @tea leaf cg.f90:187
0.07 '$omp implicit barrier @tea_leaf_cg.f90:1¢
0.03 '$omp implicit barrier @tea_leaf ¢g.f90:200
~ @ 0.03 tea_leaf kernel cg module.tea leaf kernel solve
- 0.02 '$omp parallel @tea leaf cg.f90:234

= Rie}

.0

1
--0--0--0-
EEcEECHEE
vwoa

- @ 39.41 !$omp do @tea_leaf cg.f90:247 - -00 node jrc1534
0.07 !'$omp implicit barrier @tea_leaf_cg.f90:2" 99.29 MPI Rank 6
0.03 !'$omp implicit barrier @tea_leaf cg.f90:257 100.00 MPI Rank 7 -
= ~ W 0.02 tea leaf kernel cg_module.tea leaf kernel solve _| | 2
"l » 4 e e ' - B » All (96 elements) =
‘o.ao 8633.39 (100.00%) 8633.39‘ ‘0.00 39.63 100.00‘ |o.00 0,00 100.00‘
| - ——

v,
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Important display modes

= Absolute
= Absolute value shown in seconds/bytes/counts

= Selection percent

= Value shown as percentage w.r.t. the selected node
“on the left” (metric/call path)

= Peer percent (system tree only)
= Value shown as percentage relative to the maximum peer value

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026)
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Source-code view via context menu

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <®@jrl11>

File Display Plugins Help
Restore Setting ~ Sawve Settings
Absolute = | | Abseolute * | | Absolute “lu
E Metric tree E Call tree Flat view ¥ system tree | [ statistics B su | §
1.17e8 Visits (occ) ~| |~ m 0.00 tea_leaf baseline = m 0.00 machine Linux =
— 8633.39 Time (sec) - 0.03 MAIN ~ O 0.00 node jrc1531 =
O 0.00 Minimum Inclusive Time (sec) » W 7.53 tea_module.tea_init comms_ - O 0.00 MPI Rank 0
97.11 Maximum Inclusive Time (sec) + W 0.27 !'$omp parallel @tea_leaf.fa0:45 35.30 Master thread 2
O 0 bytes put (bytes) » W 3.30 initialise_ 35.28 OMP thread 1 2
O 0 bytes_get (bytes) - @ 0.00 diffuse_ 35.29 OMP thread 2
O 0 ALLOCATION SIZE (bytes) » W 0.00 timer_ 35.29 OMP thread 3
O 0 DEALLOCATION_ SIZE (bytes) » W 0.06 set_field module.set field 35.28 OMP thread 4
O 0 bytes leaked (bytes) » @ 0.01 timestep_module.timestep 35.29 OMP thread 5
O 0.00 maximum_heap_memory _allocated - W 0.75 tea_leaf module.tea_leaf 35.28 OMP thread 6
1.19e10 bytes_sent (bytes) » W 0.26 timer_ 35.29 OMP thread 7
1.19e10 bytes_received (bytes) » @ 115.14 update_halo_module.update halo_ 35.29 OMP thread 8
» [ 6.36 tea_leaf_kernel_cg_module.tea_leaf_kernel_init_cg 35.29 OMP thread 9
» @ 20.78 tea_module.téa allsum_ 35.29 OMP thread 10
» [ 0.76 tea_leaf_kernel_cheby_module.tea_leaf_kernel_ch: 35.30 OMP thread 11
- W 1.24 tea_leaf_kernel_cg_module.tea_leaf kernel soive » @ 427.03 MPI Rank 1
~ W 1.69 '$omp parallel @tea leaf cg.f90:186 - 0 0.00 node jrc1532
m 3421.11 !Somp do @tea leaf cg.f90:1& PI'Rank 2
5.83 !$omp implicit barrier @tea lea \ Pagggk 3
1 ch 2.63 I$omp implicit barrier @tea_leaf ¢ jrc
nght CIICk Opens ~ W 2.43 tea leaf kernel cg module.tea leaf kef  Setas loop mg: Eantg
~ [ 2.01 !$Somp parallel @tea_leaf cg.f90:234  gxpandjcollapse Y an
context menu - [ 3402.24 'Somp do @tea_leaf cg.f90:24 . jrc1534
6.36 !somp implicit barrier @tea lea 9 MPI Rank &
2.72 'somp implicit barrier @tea_leaf ¢ Cutcall tree » MPI Rank 7 -
= - 2.04 tea_leaf kernel_cg_module.tea_leaf kel Finditems !

d . d Clear found items N
‘o.ao 8633.39 (100.00%) 8633.39‘ |o.00 3421.11 (39.63%) Sort tree items... , D0%) 3421.11‘
[ Min/max values B

) i ) Copy to clipboard
Shows a short description of the clicked item v
Mark this item

T ——
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Source-code view

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/profile.cubex =@jrl11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute ~ | | Absolute -
‘ Metric tree ‘ Call tree Flat view
1.17e8 Visits (occ) “/ |~ m 0.00 tea_leaf baseline -
- W 0.03 MAIN_
O 0.00 Minimum Inclusive Time (sec) ’ 7.53 tea_module.tea_init_comms_
97.11 Maximum Inclusive Time (sec) ’ 0.27 '$omp parallel @tea_leaf.f90:45
O 0 bytes put (bytes) ’ 3.30 initialise_
O 0 bytes get (bytes) - 0.00 diffuse_
O O ALLOCATION_SIZE (bytes) v 0.00 timer_
[0 O DEALLOCATION SIZE (bytes) v 0.06 set _field module.set field
O 0 bytes leaked (bytes) » 0.01 timestep_module.timestep_
O 0.00 maximum_heap_memory_allocated - @ 0.75 tea_leaf_module.tea_leaf_
1.19e10 bytes sent (bytes) ’ 0.26 timer_
1.19e10 bytes received (bytes) ’ 115.14 update_halo_module.update_h
v 6.36 tea leaf kernel cg module.tea le
’ 20.78 tea_module.tea_allsum_
’ 0.76 tea_leaf kernel_cheby module.te
~ @ 1.24 tea leaf kernel cg_module.tea le
- 1.69 '$omp parallel @tea leaf cg.f¢
m 3421.11 '$omp do @tea leaf cg
Note: 5.83 !'$omp implicit barrier @t
) 2.63 '$omp implicit barrier @tea
~ W 2.43 tea_leaf kernel_cg_module.tea_le
ThIS feature depends On the - W 2.01 '$omp parallel @tea_leaf cg.f¢
H ih ~ [0 3402.24 '$omp do @tea leaf cg.
avallablllty of the source COde, 6.36 '$omp implicit barrier @t
. . 2.72 '$omp implicit barrier @tea
as We” as flle and I|ne number ~ W 2.04 tea_leaf kernel cg_module.tea le_

L3

information provided by the

3421.11 (39.63%) 8533.39‘
1

instrumentation, i.e., it may not

. Score-P Configuration

170
171
172
173
174
175
176
177
178
179
180
181
182

.] Source

L Info

IMPLICIT NONE

INTEGER(KIND=4):: x_min,x_max,y_min,y_max
REAL(KIND=8), DIMENSION(x_min-2:x_max+2,y_min-2:y |
REAL(KIND=8), DIMENSION(x_min-2:x_max+2,y_min-2:y_|
REAL(KIND=8), DIMENSION(x_min-2:x_max+2,y_min-2:y_|
REAL(KIND=8), DIMENSION(x_min-2:x_max+2,y_min-2:y_
REAL(KIND=8) :: rx, ry
INTEGER{KIND=4) :: jk.,n
REAL(kind=8) :: pw

pw = 0.0_08

1$OMP PARALLEL
1$OMP DO REDUCTION(+:pw)
DO k=y_min,y_max
DO j=x_min,x_max
wij, k) = (1.0_8 &
+ ry*(Kylj, k+1) + Ky(j. kD) &
+ re*(Kxlj+1, k) + Kx(j, k)))*plj, k) &
- ry*(Kylj, k+11¥p(j. k+1) + Kylj, k)*pl]. k-1)} &
- e (x(j+ 1, ki*plj+1, k) + Kx(j, ki*plj-1. k)

pw = pw + wij, ki*plj, k)
ENDDO
ENDDO
1$OMP END DO
1$OMP END PARALLEL

END SUBROUTINE tea_leaf_kernel_solve_cg_fortran_calc_w

SUBROUTINE tea leaf kernel solve cg fortran calc ur(x m~
»

Select
“Source” tab

v

always be available
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Context-sensitive help

CubeGUI-4.4.3: scorep_tea_leaf_baseline_Bx12_sum/profile.cubex <@jri11>

File Display Plugins JNEEN
Restore Setting ~ Sz  Getting started
User Guide
Absolute n percent = | | Peer percent * |
Mouse and keyboard control 5
E Metric tree What's This? Shift+F1 Flat view BE system tree | [ statistics | W su  |» g
1.17e8 Visits {  about ea_leaf baseline - s
~ 8633.39 Time Plugin Infa D MAIN ~ [ 0.00 node jrc1531 =
O 0.00 Minimum ugin .09 tea_module.tea_init comms - O 0.00 MPI Rank 0
97.11 Maximu  Plug *).00 !$omp parallel @tea leaf.f90:45 gg%; gﬁﬁ;i;thrga{i 2l
0 bytes put b N inti .04 initialise : rea ]
E ytes_put ( ed mancs descr!ptfon RS 98.10 OMP thread 2 o]
0O %it?d reglons description 0.00 timer 08.11 OMP thread 3
g SIZE (bytes) » @ 0.00 set_field_module.set field_ 98.09 OMP thread 4
O d (bytes) » W 0.00 timestep_module.timestep_ 98.10 OMP thread 5
» um_heap_memory_allocated -~ W 0.01 tea leaf module.tea leaf 98.09 OMP thread 6
bytes sent (bytes) » [ 0.00 timer_ 98.11 OMP thread 7
( received (bytes) » @ 1.33 update_halo_module.update halo_ 98.10 OMP thread 8
» W 0.07 tea_leaf kernel cg module.tea leaf kernel init cg 98.10 OMP thread 9
Context-sensitive help [ 024 tea_module.tea, allsum_ 98.10 OMP thread 10
+ [ 0.01 tea leaf kernel cheby module.tea leaf kernel ch Bz%lrfP?g.‘Pih;ead 11
- 0.01 tea leaf kernel cg module.tea leaf kernel solve ' an
avallable for a” GUI - @ 0.02 "$omp parallel @tea leaf cg.f90:186 ] ~ [ 0.00 node jrc1532
't m 30.63 !$omp do @tea leaf cg.f00:187 + [@ 98.93 MPI Rank 2
tems 0.07 !'$omp implicit barrier @tea_leaf_cg.f90:1¢ ' [ 99.88 MPI Rank 3
W 0.03 !$omp implicit barrier @tea_leaf cg.f90:200 - O 0.00 node jrc1533
- @ 0.03 tea_leaf kernel cg_module.tea_leaf kernel_solve » @ 97.89 MPI Rank 4
- W 0.02 'Somp paraliel @tea_leaf cg.f90:234 » @ 99.71 MPI Rank 5
- @ 39.41 !$omp do @tea_leaf cg.f90:247 - [0 0.00 node jrc1534
0.07 !'$omp implicit barrier @tea_leaf_cg.f90:2" » @ 99.29 MPI Rank 6
W 0.03 !$omp implicit barrier @tea_leaf cg.f90:257 » @ 100.00 MPI Rank 7 -
= ~ @ 0.02 tea_leaf kernel _cg | module tea leaf kernel solve _| | !
‘ » 1 I —a@ So. y All (96 elements) -
‘0.00 8633.39 (100.00%) 8633.39‘ ‘0.00 39.63 100.00‘ |0.00 0,00 100.00‘
[ | - —
Change into help mode for display components v

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026) I _
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Scalasca report post-processing

= Scalasca’s report post-processing derives additional metrics and generates
a structured metric hierarchy
= Automatically run (if needed) when using the square convenience command:

% square scorep tea leaf baseline 8x12 sum
INFO: Post-processing runtime summarization report (profile.cubex)...
INFO: Displaying ./scorep tea leaf baseline 8x12 sum/summary.cubex...

[GUI showing post-processed summary analysis report]

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026) 24
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Post-processed summary analysis report

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/summary.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
= = = Absolute = | | Absolute = | | Absolute * | n
Split base metrics into _ - 3
o . E Metric tree E Call tree Flat view B8 system tree | [ statistics Sunburst = B pr | g
more SpeC|f|C met”CS, ~ O 0.00 Time (sec) -/ |~ ® 0.00 tea_leaf baseline - = I
_ ~ O 0.00 Execution ~ @ 0.03 MAIN__ -0 UD-O(?{;W;&GP{FE15:E10 =
» @ 0.00 tea_module.tea init comms_ -oo. an
eg Comletatlon VS =~ 0O 0.00 MPI » @ 0.00 !$omp parallel @tea_leaf.f90:45 gg;g ga%tirr]thfgaf ]
1 1 » 7.97 Management » 2.15 initialise I‘ . rea @
e ara”ellza-tlon COStS » m 0.38 Synchgronization - m 0.00 diffuse 35.29 OMP thread 2 ”
- 0 0.00 Communication » ® 0.00 timer_ 35.29 OMP thread 3
N 12.08 Point-to-point » ® 0.06 set field_module.set field_ 35.28 OMP thread 4
19.82 Collective » ® 0.00 timestep_module.timestep 35.29 OMP thread 5
O 0.00 One-sided - W 0.75 tea_leaf module.tea leaf 35.28 OMP thread 6
» O 0.00 File I/O » @ 0.26 timer_ 35.29 OMP thread 7
~ O 0.00 OpenMP » @ 51.30 update_halo_module.update h 35.29 OMP thread 8
- O 0.00 Synchronization » @ 6.22 tea leaf kernel cg module.tea 35.29 OMP thread 9
- O 0.00 Barrier + @ 1.03 tea_module.tea_alisum_ I 35.29 OMP thread 10
O 0.00 Explicit » @ 0.61 tea leaf kernel cheby module.t 35.30 OMP thread 11
114.81 Implicit -~ ® 1.24 tea_leaf kernel_cg_module.tea_ - 0 0.00 MPI Rank 1
O 0.00 Critical - ® 1.69 '$omp parallel @tea_leaf cg. 35.59 Master thread
0 0.00 Lock API 35.58 OMP thread 1
O 0.00 Ordered O 0.00 '$omp implicit barrier @ 35.58 OMP thread 2
O 0.00 Task Wait O 0.00 !$omp implicit barrier @te 35.58 OMP thread 3
O 0.00 Flush ~ @ 2.43 tea_leaf kernel_cg_module.tea 35.58 OMP thread 4
O 0.00 Overhead - m 2.01 'Somp paraliel @tea leaf cg. 35.58 OMP thread 5
» @ 656.11 Idle threads - O 3402.24 '$omp do @tea leaf 35.59 OMP thread 6
1.17e8 Visits (occ) O 0.00 '$omp implicit barrier @ 35.59 OMP thread 7
+ @ 2.37el0 Bytes transferred (bytes) O 0.00 '$omp implicit barrier @te 35.58 OMP thread 8 -
» O 0 MPI file operations (occ) = ~ ® 2.04 tea leaf kernel cg module.tea _| ! k
qa o e B » q A e e All (96 elements) -
‘o.ao 8478.33 (91.27%) 9289.50 ‘0.00 3421.11 (40.35%) 84?8.33‘ ‘o.oo 0.00 (0.00%) 3421.11‘
[ -
v

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026)
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Tealeaf summary report analysis (I)

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/summary.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute ~ | | Absolute ~ | | Absolute “w
[ metric tree EE calltree Flat view B systemtree | M statistics | W su  |» §
- O 0.00 Time (sec) = » 0.00 timer_ ' | a9.86 =
. ~ O 0.00 Execution ’ 0.06 set_field module.set field : z
91% Of the exeCUtlon ~ 8478.33 Computation » @ 0.00 timestep_module.timestep
. . . = O 0.00 MPI - @ 0.75 tea_leaf module.tea leaf g
time iIs Computat|on_ » » ® 7.97 Management » m 0.26 timer_ 89.30 4 L gs.05 | B
» m 0.38 Synchronization » @ 51.30 update_halo_module.update_halo_
- O 0.00 Communication » @ 6.22 tea_leaf_kernel_cg_module.tea_leaf_kernel_init_cg_i
12.08 Point-to-point » 1.03 tea_module.tea allsum
19.82 Collective » m 0.61 tea leaf kernel cheby module.tea leaf kernel chek 88.74 1
0O 0.00 One-sided - @ 1.24 tea leaf kernel cg_module.tea leaf kernel soive c¢
» 0.00 File IfO ~ ® 1.69 '$omp parallel @tea leaf cg.f90:186
- 0O 0.00 OpenMP m 3421.11 '$omp do @tea leaf cg.f90:187 i
- O 0.00 Synchronization O 0.00 !'$omp implicit barrier @tea leaf cg.f90:199 | 88.17 koml
-~ O 0.00 Barrier O 0.00 !'$omp implicit barrier @tea_leaf_cg.f90:200
5 D 0.00 Explicit -~ W 2.43 tea leaf kernel cg module.tea leaf kernel solve ct
_..almost ent|re|y Spent m 114.81 Implicit - m 2.01 i$omp paraliel @tea leaf cg.f90:234 _— 87.61
. 3 O M P I 0 00 Crltlcal m 3402.24 '$omp do @tea leaf cg.f90:247 '
= O 0.00 '$omp implicit barrier @tea leaf ¢g.f90:255
In pen do OOpS st m O 0.00 !'$omp implicit barrier @tea_leaf ¢g.f90:257
m| 0 00 Task Wait - W 2.04 tea leaf kernel cg module.tea leaf kernel solve ct 87.05 -
O 0.00 Flush ~ @ 1.54 '$omp parallel @tea leaf cg.f90:284 e
O 0.00 Overhead = 1580.11 '$omp do @tea leaf cg.f90:294
» 656.11 Idle threads O 0.00 '$omp implicit barrier @tea_leaf ¢g.f90:300
H 1.17e8 Visits (occ) O 0.00 '$omp implicit barrier @tea_leaf _cg f90 302 86.49 - 86.61
m 2.37el0 Bytes transferred (bytes) » @ 1.17 tea_leaf kernel module.tea leaf k i
. . . 0 0 MP file opg v e T e e - Box Plot e Vialin Plot
» L] »
Wlth a Sllght Imbalance 8478.33 (91.27%) 9239.50‘ ‘0.00 8403.46 (99.12%) 34?3.33‘ ‘0.00 0.00 (0.00%) 8403.46‘
across ranks & threads L] ' i T aaaaa—
v
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Tealeaf summary report analysis (II)

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/summary.cubex <@jri11>

File Display Plugins Help
Restore Setting ~ Sawe Settings
Absolute ~ | | Absolute ~ | | Absolute “w
E Metric tree E Call tree Flat view B systemtree | Wl statistics  Wsu > §
20/ f h | CPU - O 0.00 Time (sec) ||~ ®m 0.05 tea leaf baseline - u 0-0 achne |-i = I
~ O 0.00 Execution -~ m 0.32 MAIN ~ 0 0.0U0 node jrc =
o of the tota 8478.33 Computation = 82.78 tea module.tea init comms - o OD.O(?(;\?)PILIRTK {t)h ;
g g A ~ O 0.00 MPI » @ 0.09 !Somp parallel @tea_leaf.f90:45 . aster threa =
exeCUthn tlme IS due » 7.97 Management » 6.95 initiaﬁsg_ @tea_ 8.11 OMP thread 1 g
e T » @ 0.38 Synchronization - @ 0.01 diffuse_ 8.12 OMP thread 2
due tO |d|e th readS . u = 0 0.00 Communication » @ 0.00 timer_ 8.13 OMP thread 3
12.08 Point-to-point » @ 0.00 set field module.set field 8.12 OMP thread 4
19.82 Collective » @ 0.14 timestep_module.timestep 8.10 OMP thread 5
O 0.00 One-sided - B 8.27 tea_leaf module.tea leaf 8.12 OMP thread 6
» O 0.00 File /O » ® 2.84 timer 8.13 QMP thread 7
-~ O 0.00 OpenMP m 251.98 update halo_module.update halo 8.13 OMP thread
- O 0.00 Synchronization » @ 3.63 tea leaf kernel cg module.tea leaf kernel init cg 8.12 OMP thread 9
- O 0.00 Barrier m 228.56 tea_module.tea allsum 8.13 OMP thread 10
O 0.00 Explicit » @ 0.07 tea_leaf kernel cheby module.tea leaf kernel chet 8.14 OMP thread 11
114.81 Implicit - @ 13.66 tea leaf kernel cg module.tea leaf kernel solve - 0 0.00 MPI Rank 1
O 0.00 Critical - m 0.44 '$omp parallel @tea leaf cg.f90:186 0 0.00 Master thread
O 0.00 Lock API - O 0.00 !'$omp do @tea leaf cg.f90:187 1.18 OMP thread 1
O 0.00 Ordered O 0.00 !'$omp implicit barrier @tea_leaf cg.f90:199 7.18 OMP thread 2
O 0.00 Task Wait O 0.00 !$omp implicit barrier @tea leaf ¢g.f90:200 7.19 OMP thread 3
O 0.00 Flush 26.73 tea leaf kernel cg module.tea leaf kernel solve ¢ 1.18 OMP thread 4
O 0.00 Overhead - @ 0.92 !'$omp parallel @tea_leaf cg.f90:234 7.17 OMP thread 5
= 656.11 Idle threads| - O 0.00 'somp do @tea leaf cg.f00:247 7.18 OMP thread 6
1.17e8 Visits (occ) O 0.00 '$omp implicit barrier @tea_leaf cg.f90:255 7.19 OMP thread 7
2.37e10 Bytes transferred (bytes O 0.00 !$omp implicit barrier @tea leaf ¢g.f90:257 7.19 OMP thread 8~ ~
. . 0 i atinss = r 22.42 tea leaf kernel cg module.tea leaf kernel solve (ali& :
... when not within am |t s ] M9 loments) :
_ 656.11 (7.06%) 9239.50‘ ‘0.00 612.48 (93.35%) 656.11‘ ‘0.00 0.00 (0.00%) 612.48‘
OpenMP-parallelized — ' ——
code regions v
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Tealeaf summary report analysis (I1I)

CubeGUI-4.4.3: scorep_tea_leaf_baseline_8x12_sum/summary.cubex <@jri11>

File Display Plugins Help
M P I Com m u nlcatlon tl me Restore Setting ~ Save Settings
. A . 0 )_ Absolute ~ | | Absolute = | | Absolute - %\
IS neg Ilg I ble (O . 34 A) J E Metric tree E Call tree Flat view [ system tree | [ statistics Su | g
I I I - O 0.00 Time (sec) ~| |~ O 0.00 tea_leaf baseline - -l <
but communication is Only - O 0.00 Execution ~ O 0.00 MAIN__ = g"{%}?‘.ffpirﬁlsﬁ% 2
8478.33 Computation » O 0.00 tea_module.tea_init_comms - . an
on the maSter th reads ~ 0 0.00 MPI g v O 0.00 !$omp parallel @tea leaf.f90:45 @ 4.88 Master thread o
MPI! THREAD FUNNELED » ® 7.97 Management » ® 0.11 initialise_ O 0.00 OMP thread 1 7
( — _ ) » @ 0.38 Synchronization ~ O 0.00 diffuse 0 0.00 OMP thread 2
- O 0.00 Communication » O 0.00 timer_ O 0.00 OMP thread 3
r 12.08 Point-to-point » O 0.00 set_field_module.set field_ 0 0.00 OMP thread 4
r 19.82 Collective » @ 0.01 timestep module.timestep 0 0.00 OMP thread 5
O 0.00 One-sided - O 0.00 tea_leaf_module.tea_leaf_ 0 0.00 OMP thread 6
» O 0.00 File I/O » O 0.00 timer O 0.00 OMP thread 7
- 0 0.00 OpenMP 0 0.00 OMP thread
- 0O 0.00 Synchronization » O 0.00 tea leaf kernel cg module.tea_leaf kernel init cg_i 0 0.00 OMP thread 9
- 0 0.00 Barrier 0 0.00 OMP thread 10
O 0.00 Explicit » O 0.00 tea_leaf kernel cheby_module.tea leaf kernel chet 0 0.00 OMP thread 11
114.81 Implicit - O 0.00 tea_leaf kernel_cg_module.tea_leaf kernel_solve c¢ - 0 0.00 MPI Rank 1
O 0.00 Critical ~ 0 0.00 $omp paraliel @tea_leaf cg.f90:186 @ 3.97 Master thread
O 0.00 Lock API - O 0.00 !$omp do @tea leaf cg.f90:187 O 0.00 OMP thread 1
O 0.00 Ordered O 0.00 '$omp implicit barrier @tea_leaf_cg.f90:199 0 0.00 OMP thread 2
O 0.00 Task Wait O 0.00 !$omp implicit barrier @tea_leaf ¢g.f90:200 0 0.00 OMP thread 3
0 0.00 Flush - O 0.00 tea leaf kernel cg_module.tea leaf kernel solve c¢ o 0.00 OMP thread 4
O 0.00 Overhead - O 0.00 '$omp parallel @tea_leaf cg.f90:234 O 0.00 OMP thread 5
» @ 656.11 Idle threads - O 0.00 !$omp do @tea leaf cg.f90:247 O 0.00 OMP thread 6
1.17e8 Visits (occ) O 0.00 !$omp implicit barrier @tea_leaf cg.f90:255 0 0.00 OMP thread 7
» @ 2.37e10 Bytes transferred (bytes) O 0.00 !$omp implicit barrier @tea_leaf ¢g.f90:257 O 0.00 OMP thread 8 |~
» O 0 MPI file operations (occ) - ~ O 0.00 tea _leaf kernel cg_module.tea leaf kernel solve c¢_| ! -
g " e N ] -ttt I y All (96 elements) -
‘0.00 31.90 (0.34%) 9239.50‘ ‘0.00 31.78 (99.62%) 31.90‘ ‘0.00 0.00 (0.00%) 31.?8‘
| i | e
v
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Cube: Further information

YIRTUALINSTITUTE = HIGH PRODUCTIVITY SUPERCOMPUTING

= Parallel program analysis report exploration tools
= Libraries for Cube report reading & writing
= Algebra utilities for report processing
= GUI for interactive analysis exploration

= Available under 3-clause BSD open-source license

= Documentation & sources:
= https://www.scalasca.org

= User guide also part of installation:
» <prefix>/share/doc/cubegui/CubeUserGuide.pdf

» Contact:
» mailto: scalasca@fz-juelich.de

cube™

scalasca

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026)
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Reference material <

cubel®

scal asca
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Flat profile view <

- cube 4.1.1 livedvd2: scorep-20120913_1740_557443655223384/profile.cubex
File Display Topology Help
Absolute v| Absolute v |Absolute v
[E Metric tree E Call tree Flat view [E] System tree || Box Plot
1.63e9 Visits 1 171.04 binvecrhs_ EF [] - generic cluster
767.48 Time O 106.41 matmul_sub_ =[] - i06r01c20
[ ] 0.00 Minimum Inclusive Time [ 101.16 !$omp do @y_solve.f:52 = 1 - MPI Rank O
48.58 Maximum Inclusive Time L O 122.47 Subroutines — [ 11.20 CPU thread 0
5.27e8 bytes_sent O 100.67 !$omp do @z_solve.f:52 — @ 11.24 CPU thread 1
5.27e8 bytes_received L O 126.04 Subroutines — @ 11.17 CPU thread 2
-+ [ 98.22 !$omp do @x_solve.f:54 _ [ 8.79 CPU thread 3
L @ 119.99 Subroutines =+ ] - MPI Rank 1
/1 1 80.45 matvec_sub_ — @ 11.29 CPU thread 0
50.50 !$omp |mpI|C|t barrier — [ 9.00 CPU thread 1
9.28 !$omp do @rhs.f:191 — @ 11.33 CPU thread 2
8.29 '$omp do @rhs.f:80 ~ @ 11.22 CPU thread 3
— [l 6.35 lhsinit_ =+ 1 - MPI Rank 2
B 5.44 '$omp do @rhs.f:301 — @ 11.33 CPU thread 0
L [l 2.01 Subroutines — [ 11.16 CPU thread 1
1 4.92 '$omp do @rhs.f:37 — @ 11.25 CPU thread 2
SeIeCt ﬂat vView tab’ — [l 4.25 binvrhs_ _ [ 9.02 CPU thread 3
expand all nodes C 3.39 !$omp do @rhs.f:62 &t ] - MPI Rank 3
P ) ! L [ 0.93 Subroutines - @ 11.37 CPU thread 0
and sort by exclusive value 2.99 !I$omp do @rhs.f:384 ~ [@ 11.31 CPU thread 1
2.83 exact_solution_ — [ 11.22 CPU thread 2
1.97 '$omp do @initialize.f:50 _ [ 9.14 CPU thread 3
L [

M 2.10 Subroutines -

\o.oo 767.48 (100.00%) 767. 48\ \o 00
[ .

171.04 (22.29%) 767.48‘ 0.00 171.04
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Derived metrics <

» Derived metrics are defined using CubePL expressions, e.q.:
metric::time(i)/metric::visits(e)
= Values of derived metrics are not stored, but calculated on-the-fly

= Types of derived metrics:
» Prederived: evaluation of the CubePL expression is performed before aggregation
= Postderived: evaluation of the CubePL expression is performed after aggregation

= Examples:
= "Average execution time”: Postderived metric with expression

metric::time(i)/metric::visits(e)

TR U BET S EC P Per setond™ " PostderivVe@d metric with expression -




Derived metrics in Cube GUI

YIRTUALINSTITUTE = HIGH PRODUCTIVITY SUPERCOMPUTING

,

Collection of derived
metrics

-~ fprofile cubesx OROR
File Display Plugins Help
Absolute v | Absolute v | | Absolute v
E Metric tree E Calltree Flatview E systemtree | "™ Demo Plugin Label = Example Plugin Lakel [ < ¥
1.09e8 Visits (oce) = v 0.35 main(int, char *[) - v~ [ - machine Blue Gene/Q s
1.01e6 Time (sec) S 251210 ugshellinit v -rack11 E]
[ 0.00 Minimum Inclusive Time (sec) > 1.01e6 ug:script:LoadUGScript{const char ™ bool) v - midplane 1
246.14 Maximum Inclusive Time (set) > 2.11 ug:script:ParseBuffer(const char * const char®) v-[ - nodeboard 8
7.18e12 hytes_sent 0.04 ugshellFinalize v [d - nodecard 4
7.18e12 hytes_received 94.31 MPI_Finalize 0.65 MPI Rank 0
N Ad WPl Rank 1
1 & Create new metric as a child of metric @ @ & &
Select metric from collection : | Average execution time (kenohi) i F ) T
Derived metric type: | Postderived metric w ()
Display name : Average visittime
Unitue name : avg_visit_time
Data type : DOUBLE

Parameters of the
derived metric

Unit of measurement : ' sec

URL :

Description :

Calculates average time of region execution per visit.
Autor is Michael Knobloch.

' Calculation Il @ Calculation Init | @ Aggregation

+" || @ Aggregation™" |

metric:timeli) metric:visits(e)

CubePL expression

18
=
v
= J< >
<
"
)< > ) SE— Create metric Cancel
T.01e6 (100.00% T.01e6] [0.00 2612.10)
B8 ( ) i ‘ Share this metric with SCALASCA group |
o
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Example: FLOPS based on PAPI_FP_OPS and time

Select metric from collection : |--- please select ---

[ |«

Derived metric type : |P-ystd»‘:ri-;ed metric

Ee]

Display name : |FLC:-PS

Unique name : |ﬂops

Data type: DOUBLE

Unit of measurement : |

URL : f

Description :

+/ Calculation | @ calculation Init | @ Aggregation "+" | @ Aggregation "-" |

]

File Display Plugins Help

J_| Restore Setting ¥ Save Settings

metric::PAPI_FP_OPS{)/metric::timel)

Edit metric

Cancel |

Share this metric with SCALASCA group

| Absolute

E Metric tree |

| |absolute

E

Call tree | DFIatview |

~-m1.17e7 Visits (occ)

~-m 1148.49 Time (sec)

~00.00 Minimum Inclusive Time (sec)
~-m 41.57 Maximum Inclusive Time (...
-0 0 bytes_put (bytes)

-00 bytes_get (bytes)

~@5.75e12 PAPI_TOT_INS (#)
~m2.69e12 PAPI_TOT_CYC (#)

-0 2.12e12 PAPI_FP_OPS (#)
~®3.12e9 bytes_sent (bytes)

-m 3.12e9 bytes received (bytes)

& 1.84e9 FLOPS

B

B

B

B

B

B
B

B
B

5 m3.17e5 MAIN__

=

|»

1@ 7.04e5 mpi_setup_

~® 6,34e4 MPI_Bcast

+m 2.05e5 env_setup_

~® 7.39e5 zone_setup_

+® 9.31e5 map_zones_

- 9.39e4 zone_starts_

~® 6.16e5 set_constants_

@ 5.91e8 initialize_

10 0.00 exact_rhs_

=-® 145.62 !$omp parallel @exac...
=-m2.54e4 1$omp do @exact r...

=@ 9.62e8 |$omp do @exact_r...

= m 8.14e8 I$omp do @exact_r...

~m1.21e5 !'$omp do @exact r...

~00.00 '$omp implicit barrier...

1 6.23e4 exch_gbc_

@ 1.94e9 adi_

~®2.19e5 MPI_Barrier

@ 1.92e9 <<bt_iter>> (200 itera...

@ 1.98e8 verify_

| |absolute =l
E System tree |

Heatmap |E|Bo:

Barplot |

=0 - node frog6

=-0- MPI Rank 0

~-m 1.17e9 Master thread
-H9.43e8 OMP thread 1

-m9.47e8 OMP thread 2

~M9.47e8 OMP thread 3

=0- MPI Rank 1

-m 1.17e9 Master thread
~m9.87e8 OMP thread 1

-l 9.68e8 OMP thread 2

~-m9,72e8 OMP thread 3 i
E-0 - MPI Rank 2

-m 1.10e9 Master thread
- M 8.97e8 OMP thread 1
~-m 8.77e8 OMP thread 2
-l 8.76e8 OMP thread 3
=-0- MPI Rank 3

-m 1.09e9 Master thread
- 9.06e8 OMP thread 1

-m 9.04e8 OMP thread 2

- 9.02e8 OMP thread 3

o

-m 1.05e5 MPI_Reduce | |
L _|_I IS e e = _|_I IAII (32 elements) j
0.00 1.84e9 (100.00%) 1.84e9| |0.00 9.65e8 (-0.00%) -12858016489314434.00| (0.00.. -179769313486231570814527423731704356798070..
Selected "'$omp do @exact_rhs f:46" ‘lI
34
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CUBE algebra utilities <

= Extracting solver sub-tree from analysis report

$ cube cut -r '<<ITERATION>>' scorep bt-mz C 32x4 sum/profile.cubex
Writing cut.cubex... done.

= Calculating difference of two reports

$ cube diff scorep bt-mz C 32x4 sum/profile.cubex cut.cubex
Writing diff.cubex... done.

= Additional utilities for merging, calculating mean, etc.
= Default output of cube_utility is a new report utility.cubex
= Further utilities for report scoring & statistics

= Run utility with " -h’ (or no arguments) for brief usage info
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Iteration profiling <

= Show time dependent behavior by “unrolling” iterations

= Preparations:
= Mark loop body by using Score-P instrumentation API in your source code

SCOREP USER REGION DEFINE ( scorep bt loop )
SCOREP _USER REGION BEGIN( scorep bt loop, "<<bt iter>>", SCOREP USER REGION TYPE DYNAMIC )
SCOREP USER REGION END( scorep bt loop )

= Result in the Cube profile:

= [terations shown as separate call trees
» Useful for checking results for specific iterations

or
= Select your user-instrumented region and mark it as loop

= Choose “Hide iterations”

> View the Barplot statistics or the (thread x iterations) Heatmap _

48TH VI-HPS TUNING WORKSHOP (BARCELONA SUPERCOMPUTING CENTER, SPAIN, 09-13 FEBRUARY 2026)
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Iteration profiling: Barplot <

Aggregation

File Display Plugins Help

J_| Restore Setting ¥ Save Settings SeleCtlon
|Abso|ute =l |Abso|ute | |Abso|ute =l
EMetric tree | ECaII tree | Flatview | ESystem tree Zarplot | Heatmap | EBoxPIot |
=0 0.00 Time (sec) ~l| [= = 30.46 MAIN B _— . = - i
. = 1031.37 Exocution om 1242 mpi__setup_ Operation |All (Max/avg/Min)  ~|  Color:Automatic
-0 0.00 Overhead ~m0.01 MPI_Bcast Keep on Stack | Clean Stack
& 159.07 Idle threads =M 0.00 env_setup_ S s o E o5 o= B ozo@m B B oeE
~-m 1.17e7 Visits (occ) - W 0.00 zone_setup_ . I I o
=0 0.00 Synchronizations (occ) =M 0.00 map_zones_ SR
=0 0.00 Communications (occ) - 0.00 zone starts 01581
- 6.24e9 Bytes transferred (bytes) M 0.00 set_constants_ 0.1572_]
=-0 0.00 MPI file operations (occ) =-m 2.31 initialize_
=M 62.35 Computational imbalance (sec) =M 1.04 exact rhs_ ST
-0 0.00 Minimum Inclusive Time (sec) = 1.02 exch_gbc_ naez
~m 38.44 Maximum Inclusive Time (sec) =-m 5.04 adi_
- 0.04 MPI_Barrier 0.1545

c-m 0.03 <<bt _iter==> (200 iterations)
@-H 16.72 exch gbc

= m 0.74 verify_

~-m 0.00 MPI_Reduce
- 0.00 print_results_ 0.1508
-m 0.00 MPI_Finalize

0.1536 | |

0.1517,

0.1499,

0.148

. L oAl o

0.00 1031.37 (B6.64%) 1150.44] |0.00 961.55 (93.23%) 1031.37
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Iteration profiling: Heatmap

YIRTUALINSTITUTE = HIGH PRODUCTIVITY SUPERCOMPUTING

File Display Plugins Help

J_| Restore Setting ¥ Save Settings

|Abso|ute =l |Abso|ute
E Metric tree | E Call tree | D Flat view |
=0 0.00 Time (sec) | [= = 30.46 MAIN__ El

&2 = 1031.37 Execution
-0 0.00 Overhead
&3 159.07 Idle threads
- 1.17e7 Visits (occ)
-1 0.00 Synchronizations (occ)
7-d 0.00 Communications (occ)
+- @ 6.24e9 Bytes transferred (bytes)
#-0 0.00 MPI file operations (occ)
+- @ 62.35 Computational imbalance (sec)
-0 0.00 Minimum Inclusive Time (sec)
~m 38.44 Maximum Inclusive Time (sec)

Frrm OO e OO OO e RO

o

=m 12.42 mpi_setup_

-m 0.01 MPI_Bcast

=-m 0.00 env_setup_

-l 0.00 zone_setup_

=-m 0.00 map_zones_

- 0.00 zone_starts_

M 0.00 set_constants_

oW 2.31 initialize_

+ M 1.04 exact_rhs_

oW 1.02 exch_gbc_

+-® 5.04 adi_

- 0.04 MPI_Barrier

c-m 0.03 <<bt _iter==> (200 iterations)
= @ 16.72 exch gbc

g-o155adi |
= m 0.74 verify_

~-m 0.00 MPI_Reduce

- 0.00 print_results_

-m 0.00 MPI_Finalize

£
£
£
£

o

| |Abso|ute

E | system

Barplot Heatmap | EBoxPIotl

21

pi=

16,

12

114§

0.00 1031.37 (B6.64%) 1190.44

0.00 961.55 (93.23%) 1031.37

0.00

961.55 (100.00%) 961.55

Selected "Execution"
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