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Complex Apps

Complex Hw
BSC Tools 7 A
= Since 1991

» Based on traces

= Open Source
= https://tools.bsc.es MDA, HIP, OpenACC, OpenCL

. Core tools:
= Extrae - instrumentation

= Paraver - offline trace analysis
= Dimemas - message passing simulator

» Focus
= Detail, variability, flexibility

= Behavioural structure vs. syntactic structure
= Intelligence: Performance Analytics

THREAD 1.16384.1

High detail

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 4
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Paraver
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Paraver — Performance data browser

1:151:1:147:1:294672917:294676549:1
2:151:1:147:1:294672917:50000001:0
3:151:1:147:1:294623693:294672917:158:1:154:1:294670636:297419889:4223536:8

Raw data

Trace visualization/analysis Trace manipulation

MPI call @ cp2k_gcc_mvapich_256p BN 32ppn_iris sameinputgpp_libmonitor.chop_louter.prv.gz
THREAD 1.1.1

THREAD 1.65.1
THREAD 1.129.1

THREAD 1.133.1

Timelines g7 '~
Useful duration @ cp2k_gcc_mvapich_256p_BN_32ppn_iris_sameinputgpp_libmoniter.chop_louter.prv.gz

G e
oal = Flexibility
THREAD 1.1.1

THRE&D 1.65.1
THREAD 1.1249.1
THREAD 1.195.1

EAD 1.256.1 . -

2/3D Histograms
) _ 2/3D tables

U-:e_fuL u:Iur_atiu:-n_ histog ram

Comparative
analyses

(statistics)

256 256 256 256 256

4,323.70% 2,868.80% 1,201.01 % 312.82% 305.23% 172.99%

| 16.89 % 11.21% 4.69% 1.22% 1.19% 0.68 %
Maximum 36.54% 21.12% 12.49% 1.30% 4.66 % 5.10%

~| Minimum 7.03% 0.62 % 0.09 % 1.12% 0.12% 0.10%

StDev 5.76% 4.13% 3.25% 0.04 % 0.52% 0.72%
Avg/Max 0.46 0.53 0.38 0.94 0.26 0.13
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From timelines to tables

MPI calls profile

= Categorical metrics > colours e —
. EaCh Category IS ass'gned d dIStInCt CO|OUI" svinead 1115, IRGETEEA 6068 g MP1_Beast LRI MH

THREAD 1.114.1 8434 % -BEDEGER]  11947%  10400%[7.7056%

THREAD 1.115.1 | 96223% 22589% [
THREAD 1.116.1
THREAD 1.117.1
THREAD 1.118.1

=

n
THREAD 1.119.1 — == —
THREAD 1.120.1 — =
|
Total 8,012.4546 %  7.3174 % 1,370.5276 %| 288.6168 % 253.0137 %| 54 —
M PI Ca I IS Average 66.7705% 0.0690%  11.4211%| 2.4051% 2.1084% -
Maximum 75.6821% 0.4390%  21.2505%| 2.9706%  2.6369 % = _—— =
Minimum 40.5200% 0.0129 % 8.8583%  1.1489%  1.0077 % = —r— |
StDev 11.3685% 0.0474 % 4.0613% 0.5984%  0.5406 % ——
Avg/Max 0.8822 0.1572 05374 0.8096 0.7996 ==
<[ J =
|MPI_Isend ————

= Continuous metrics - gradients TT—————
= Green to blue for low to high values EB o L@ (W]nem

| :

THREAD 1,35.1 [1.49196e+006..1,51085e+006) = 0 us

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) I _
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Analyzing variability through timelines and histograms

© 5C2003 Gordon Bell Award

| Dimitri Komatitsch
California Institute of Technology

|| _ A146Billion Degrees of Freedom, 5 Teraflops, 2.5

Useful Duration @ Specfem3D_192. chopl.prv.gz

% N %5
s |

THREAD 1.35.1 [1.491962+006..1.51085e+006) = 0 us THREAD 1.19.1 [0.26..0.265) =0us

3 _192.c... [~ )]

Instructions L2 miss ratio

-
-
-
1,290,722,156 us : - o
-
= - P
Lt iF B i [T
% ¥ o o - -
= 7
1 u 51 S s L Y 9 o - .
i F 2 ¢l 8 ) 1 F 2 L
I 2 H i -
ag A1 ] T 3 i3 ag A P
.251, u: 1.290,722,156 us -
ER-
e
THREAD 1.90.1 [1,30461e+009.,1,32113e+009) =0us THREAD 1.27.1 [1.11..1.14) =0 us
11/02/2026 8
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Analyzing variability through histograms and timelines

= By the way: six months later...

Useful Duration IPC
[ 2 [': [ E|
I i | |
I : | |
! ] | ' :
FOCU S O ptl m I Zatl O n THREAD 1.48.1 [2.0963e+006..2.11519e+0067 = 0 us THREAD 1.47.1 [0.24..0.245) =0us
= where it matters Instructions L2 miss ratio oo &

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 9



From tables to timelines

T
. ] I
= CESM: 16 processes, 2-day simulation = EEEmtra = *
A .
i

= High variability in useful computation duration

-

2DH - Useful Duration ...

I_ (=] |i:hr

1€ B =0 (1)@ |(M]H])»< I

W’ a4
"

THREAD 1111 [2,555e+0

S8e+006) =0 u

= How is it distributed? c

= Dynamic imbalance
= In space and time

Useful Duration 2DZcong range [1.705e+006,3.455e §006) @ cesm.exe.filter2.prv

= Day and night

= Season?

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)

214.E08.0E4 =a

11/02/2026
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Why traces?
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Performance data trade-offs

VS.
Instrumentation Sampling Overhead

Store

Traces Profiles

Insight
— VS.
Statistics Complexity

Timelines

Highly detailed traces can be quite large...

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)



Manipulating big traces

= Data processing & summarization

Filtering
= Subset of records from the original trace
= By duration, type, value...

Cutting
= All records within a time interval
= Selected processes only

Software counters
» Aggregated metrics as new events
= MPI call count, HW totals...

Remains a Paraver-compatible trace for analysis with
the same CFGs (if needed data is kept)

= Automatic analysis > Performance Analytics

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)
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- geek

62 GB (1024 MPI ranks)
Filter 100K-running

Useful Duration @ cp2k_1024p_mnS5Sgpp.filter_runnil

00k . p:

Filter 1 outer 10K-running

Useful Duration @ cp2k_1024p_mnS5Sgpp.chop_louter.filfer @unning_l0k.prv.gz
1
160 MB |
A -
EAD 1.1624.1

Cut 1 inner

ien @ cp2k_1624p mn5gpp.chop_louter.filter

running 18k.chop_linner.prv

11/02/2026

13
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The Butterfly Effect...

= A system preemption reduces the cycles assigned to one of the processes for a small interval

Cycles/us

Useful duration MPI calls

ulesh_64p.prv

Affects only one process, but disturbs all processes

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026

14



... flying through the MPI pattern

= Produces a wave effect that reflects and interferes across all partners

MPI calls

MPI call @ lulesh_g4p.prv.gz

THREAD 1.33.1
: [ MPI_Waitall

I MPI_Allreduce
[ | MPI_Comm_rank

THREAD 1.37.1

THREAD 1.1.1

THREAD 1.5.1 - —

THREAD 1.9.1 " -

THREAD 1.13.1 I

THREAD 1.17.1 o

THREAD 1.21.1 == M outside MPI

THREAD 1.25.1 ._' ] MPI_Isend

THREAD 1.18.1 = B WPI_Irecv
——— ; W MPI_Wait

THREAD 1.41.1

THREAD 1.45.1

THREAD 1.49.1

THREAD 1.53.1

THREAD 1.57.1

THREAD 1.61.1
THREAD 1.64.1

Without the MPI_Allreduce it would
perturb multiple iterations

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026

15
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... flying to other nodes

Useful duratlon Node

rati 2DZoom range [22263.3,71925.5) @ bombinin-1.4-gmx-2019.2-ps-N64-npmel92-extrae—C2-0-tl.chopl.prv

= 2 processes perturbed in the same interval
= On the same node

e-C2-8-tl.chopl.prv

B outside MPI
[J MPI_Recv
B WPI_Isend
O MPI_MWaitall

B WPr_sendrecy Affects only one node,
but disturbs many nodes

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 16
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Thousands of butterflies?

MPI call @ bombinin-1.4-

Brersod Microscopic effects
O MPI_Recv

8 o 1end with large global

] MPI_Irecw O

O MPI_Waitall I m pa ct
O MPI_Bcast

B MPI_Reduce

B WPI_Allreduce

B MPI_Alltoall

O wPI_Gather

B e snirecy = Rescaling the gradient...

Useful Duration 2DZoom range [22263.3,71925.5) @ bombinin-1.4-gmx-20819.2-ps-Ne4-npmel92-extrae-C2-8-t1.chopl.prv

ee ee

ol o P
D e e% it

Perturbed | Non-perturbed

Pinpoint bursts
larger than expected

T ——
48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 17



= VIRTUAL INSTITUTE - HIGH PRODUCTIVITY SUPERCOMPUTING
-HPS e

Dimemas
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Dimemas: Coarse-grain, Trace-driven simulation

Fast simulation of an abstract interconnect B

= SMP nodes with local memory for intra-node comms

» Interconnect defined by L (links) and B (buses)
= B - Limits concurrent messages (contention)
= L - Limits per-node traffic (connectivity)

» Local/remote Latency/Bandwidth

Parametric sweeps Impact of BW (L=8; B=0)
= On abstract architectures 120
= On application computing regions

- - NMM 512
“"What-if...” analysis 0.80 / :ARW :12
» Ideal machine (instantaneous network) {/ A NMM 256
= Would benefit from asynchronous communications? ' / /' ARW 256

or P
= Are all regions equally sensitive to the network? 0.40 —-NMM 128
—e— ARW 128

Efficiency
o
(o]
o

MPI sanity check
= Nominal modeling

[

o =

o N

o (=}
o

. >
A-K\
-
>

64 256 1024

Paraver + Dimemas tandem

= Analysis and prediction _ _ .
= What-if from selected time window Simulation generates a trace - Detailed feedback

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 19
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Network sensitivity
= MPIRE 32 tasks, no contention = Sensitive to BW or Latency?

mpire32 25 100 ia O

Higher latency

doesn’t hurt

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 20



What if... we had asynchronous communications?

MPI call @ Specfem3D_192.chopl.prv

“ﬁ . Real ‘ il‘ %g =i = % %

P

$C2003 Gordon Bell Award .
Dimitri Komatitsch MPI call @ ideal.prv

Courtesy Dimitri Komatitsch ia

e B M @ D.MN.prv
Prediction 'I
MN L asll

MPI call & [1 MN L'IJ"IJ'MB;}H.

Prediction [T 3; =
100mB/sIIQIINT =5 S=E =
MPI call @ D.MN.10OMB.prv

n
3%

%2 i

AT

Prediction
Perturbation only 10MB/s

MPI*‘:H a [ll‘vIN MBpl\.

appears below 10 MB/s

Prediction [
5MB/s

MPI call @ D.MN.1IMB.prv
L) L) .'-'- -
Prediction
1MB/s

Async comms won'’t help

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 21
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The Ideal Machine

"BW =, L=0
= Data transfer would be instantaneous - MPI time should vanish. Why not?

= Characterizes intrinsic application behavior
= Load balance problems?
= Dependency problems?

Allreduce Alltoall Sendrecv

Waitall

' B4 MPI call @ GADGET_A.296.ICE.trace.chopi1.prv.

[

GADGET @ Nehalem e e
256 processes i MPI call @ D.ICE.256.ideal.prv <2>
IB
Ideal . No data transfer issue,
network it's dependencies!

F121437 .99 us

Impact on real machines?
= If it doesn’t improve on the ideal, it won’t on a faster real one

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 22
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Efficiency Model
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Efficiency Metrics

Global

Efficiency

X

Parallel Computation
Efficiency Scalability

X X

Load Communication IPC Instructions Frequency
Balance Efficiency Scalability Scalability Scalability
» Hierarchical model

= Multiplicative metrics
Serialization Transfer = 1 to 100% scale

= Two kinds of metrics:
B Efficiency metrics (absolute)
' Scalability metrics (relative to a base case)

=« MPI, Hybrid MPI+OpenMP/CUDA




Parallel Efficiency model

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Can’t blame
 MPISend MPI for this!
| 1 . I:: »
> ’ i “Collapse”
MPI_Recv

avg(i)/max(l )

max(l)/T

computations

Parallel Efficiency

Efficiency loss from data communication,
processes and communication overhead

& | 2DP - MPI call profile @ trace_24h_atmos_symbols.cho... |s==m| sl
e B 20| O & | [WREE I e
Outside MPTI | MPI_Recv | MPI_TIsend | MPI_Irecw i

THREAD 1.131.1
THREAD 1.132.1

How effectively all system

_I
resources stay active doing  nozw

A low value means inter-process interactions| |rurean 11331
useful work = i km
A g Total ) TR n . s % 3,83 %
A low value means most time i< TGRS meas_ured directly in Pa_raver | a0 % : 0.00% |
= used for useful work over a profile of Computing Time I AT oMM SO
AvgfMax - ,19 ro;,::_ i
Efficiency loss from the global m

< T 3

distribution of work among processes

A low value means heavily loaded processes keep others idle for long periods

=



VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Communication Efficiency refinement

e—
. MPI_Send MPI_Recv MPI for this!
P ¢—p
B ' 7 —
> >
MPI_Recv MPI_Send Ser i

Comm g Commy/Ser

MPI_Send MPI_Recv

= Splitting Serialization (Ser) and Transfer (Trf) D i
= Simulate with Dimemas an ideal network E
» Instantaneous data transfer = [l vanishes (Trf=100%) .

|_Recv  MPI_Send
Parallel Efficiency & LB ERCZOE] 7rf MPLRecy  MPL.

Inefficiencies from communication delays, including transfer

Can be measured in Paraver with the real and

Inefficiencies from circular dependences
or non-uniform imbalances

simulated trace, and directly with BasicAnalysis

=" A low value means algorithmic dependency chains, varying load imbalance, or noise
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ParEff = LB * * Trf

Why scaling?
* CGPOP ocean modelling

« Intrinsically unbalanced problem

1.1

1 4

0.9 H‘\‘\‘\ o=t ParEff
\K = LB

0.8

0.7 8

u ' v. —«— Transfer
Good speed=up:-<Y!? 0s

—o
Are we happy? o0 0 100 200 300 400
= ParEff * IPC
16 x
S - 14
1.2 /

/ —m— ParEff
'] 41 _

- Transfer Efficiency | 0s e
« IPC helps... for now! 06 LS* —_
- Comms will become a bottleneck "o 0 20 a0 400

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 11/02/2026 28
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Analytics
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Analysis > Analytics

MPI profile

en mm MPI_Allreduce | MPI_Comm_ran

I C .
1
TASK 1.40.1

TA

64-1 1 398,389,288 ns

L1 misses §

TASK 1.40.1
TASK 1.48.1

TASK 1.56.1 |

&K 1.64.1 1,308,380,188 ns

L2 misses |

[ v

Duration histogram

= Dominant practice

» Lots of data captured
= But presentation goes from raw data to too general statistics

= Need for performance analytics
» Leveraging techniques from data science, image processing, signal processing, etc.
= Towards insight and models
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Basic Analysis

AN
\

" What to look for? |
| Low values |

= Automatically compute the efficiency metrics from
a Paraver trace (or many for scalability studies)
= Dig down from global to detailed efficiencies

a\

Trends
Comparing scales | High values |
\\\ //
256 512 1024
' ' - 100
Global efficiency - 84.32 84.28
-- Parallel efficiency - 84.32 83.15
- 80
-- Load balance - 9351 93.30 .
Comparing phases
-- Communication efficiency - 90.17 89.11 =
-60 =
-- Serialization efficiency - 90.79 89.76 L 512[1] 512'[2] 51%[3] 511:[4]
I,.u 1
-- Transfer efﬁcienc}f - 9932 Q9 28 45 P-ara”E'| EfﬁCiEl‘IC‘y’ - 85.27 44,77 81.89 72.25
-40 £
- Computation scalability - 100.00 101.36 & - Load balance 86.08 88.13 82.82 74.97
- IPC scalability - 100.00 101.43 -- Communication efficiency - 98.88  96.38
20 T -
— Instruction scalability - 100.00 99.86 -- Serialization efficiency - 98.89 97.68
_— Frequency Eca|abi|it}r - 100.00 100.07 -- Tra r"ISfEF e.'fﬁ::iency' 99.86 99.47 99.99 98.66
0

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) I _
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Clustering to identify structure

Instructions

TASK 16
TasK 24

ssssss

TTTTTT
TASK 56
TASK 64
TASK 72
TTTTTT
TASK BE
TASK 06
TAsK 184
TASK 112
TASK 128

2,199,498 us

TASK 32
TASK 48
TASK 48
TASK 56
TASK 64
TASK 72
TASK BB
TASK BE
TASK 06
TASK 104
TASK 112
TASK 128

TASK 128 70 2,199,498 us

Se+08 .
© L _
S 4se+08
]
= 4er08 | i
o
S 35e+08 - 1
9]

n 3e+08 - .
c
QO oseros | g
o
O
O 2e408 F 4
)
v
C 15e+08 | 1
le+08 ' ' ' ' !

TASK 1
TASK B
rrrr
TASK 24
TASK 32
TASK 48
aaaaaa
TASK 56

I
TASK 64

rrrrrr
TASK BO

TASK BE |

TASK 96

Task 184
Task 112 [
8
8

TTTT
TTTT

Instructions Completed

5e+08

4.5e4+08

4e+08

3.5e+08

3e+08

L o s s e

bk e E e S ed

bbb R R et

2,199,498,286 ns

Quick insight into
program’s behavior

a

2.5e+08

2e+08

1.5e+08

le+08
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Correlate clusters, histograms & timelines

N

.
DH useful duration correlated with @ parsekl28 wvw2.chop3_clustered.prwv l ratlo Vs ‘ l ster
= = n

] ]

| ] R 2 N

= & Fll

e . = = =

- o >

E L ] - A

| ] - -

= i

= . ; = —u | L

e 5 seas & B
- = Fiia i

= =3 = i
B . : S 1

- & S - il
= =5 H

= = - far]
| BN | o

== - —— - —_— |
= et A s 2
- S =

| [ = o b B
— s 5

— H S __ ==

= =Ca i e o
= 1] )

i H i = - |1
I H S -

= R - s

| | = | - m =
| L] 2

- a 5

— = . o =

5 L 18 i o

| il ™

| B | | ] o

2d useful ins cluster:id @ parsekl28 _w2.chop3 _clustered.prv
X Gnuplot _Jo] [x =

i
- - s ]
DBSCAN (Eps=0,03, MinPoints=4) 58 H
Tl Noise + HE
Cluster 1 - ;
Cluster 2 1]
Cluster 2 @ 1 ]
Cluster & = i u 5E =
12+09 —— " Cluster 5 o i =
— Cluster 6 = I BB B
Cluster 7 il ]
Cluster & 1] ]
b Cluster 9 i & 5E =
E Cluster 10 i =
2 lev0s Cluster 11 & | HE =
E - Cluster 12 s E
S Cluster 13 s ]
4 e Cluster 14 x s £s -
3 Cluster 15 % | |
LR Cluster 16 = L] 2= -
£ i Cluster 17 = | ¥ ] "
B = = - Cluster 18 © T 3 L1 s
= @ - Cluster 19 = i
o @ — Cluster 20 & i =
Cluster 21 s = H
o Cluster 22
12106 Cluster 23w H 2
EI”.
aE -
| 4 ] | ]
100000 n '
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
IPC H HH E
1,00804, 1,134355+08 it R
[ I | L ] ] §
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Integrating models and analytics

=)
4 ns

... we increase the IPC of Clusterl1?

Aggregative Cluster Refinement .

1e+08 | T T T T T T T T N

9.5e+07 - . B

9e+07 | 3 " > ! -

8.5e+07 | - < 1 '_
. Noise *

8e+07 | X ! Cluster 1 «

e Cluster 2 .

7.5e+07 | oo { )

7e+07 | . 1 782,233,912 ns

... we balance Clusters 1 &2?.. . .,

IPC L C -
j = R
b -
*I = o
Tl
K-
- L
- .
'.__.-..v- s
=
pi St T
b __'::.rv.-
- _"-'_
—-.
= —

= What if...

ity

PEPC

781,233,912 ns

7

structions Completed

Know where
= effort pays off.

782,233,912 ns

"lll
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Tracking scalability through clustering

= Analyze scalability of computing regions across 64 — 512 tasks

Work per process

decreasing

proportionally
e s ~E )
; | 0 D 512
i ; 2 o ‘ ‘
1.0 é / 2.0 2.5
100 L C.Ode_ " . 512 N
3 replication > ‘ -
= : ‘ L I I I & :
Z 109_ 1.0 1.5 2.0 2.5
K - Lod (A |
. | ~Quick ¢o Bia ACrOSSTYSES,
> = c¢onfigurdtions’ and *$cendtios
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Folding to increase details

= What is the performance of a single serial region?
600 M 1800 M

| It.1 ; | It.2 ::::;; | 1t.3 ;

I ! A1200M instr. in 600 ms. !
Instrumentation

3000

¥ + Sampling

2000

MIPS

1500

2000 MIPS

500

Reveals sub-phases
° o] 74.09 148.17 22226  296.35 37043 44452 518.6 582 .69 ? In hlgh detall

Time (ms)

“Fold” similar iterations into
a single, highly detailed

synthetic iteration
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Folding: CPI and HWC stack models

100 T T T T T T A000
oo MR-GENESIS |
32500
20
3000
70 Useful cycles mmm LSU: Basic latency
80 2500 l-cache miss  mem FXU: DVIMSTPR/MSFPR s
o Branch mispredict mmm FXU: Basic latency mmm
[ 50 2000 [ Flush penalties, etc = FPU: FDIVIFSQRT mm
2 = LSU: Translation lookup FPU: Basic latency mem
40 1500 LSU: Other reject mem Other stall cycles mmm
LSU: D-cache miss MIPS
20
1000
20
10 500
o . d : . R I
0] T4 148 .1 2222 298 .3 2704 144 5 518.6 592 .8

PowerPFC CPI break-down evolution for Cluster 1 of Mr Genesis

5} T T T T T T 4000 . . . .
5 | seos Trivial fix (loop interchange)
3000 1-line code fix > 25% boost
4
. - Easy to locate
% 3 2000 %
5 1500
1000 : L
: N Availability of CPI stack models
0 0 for production processors
0 482 96.5 1447 193 2413 2895 3378 386
Time (ms)



Understanding memory influence

= Mess: Bandwidth-latency curves describe memory performance from unloaded to fully saturated states
= Integration with Paraver: Easily identify where memory stress is highest

‘*Rd:Wr 0:100 Rd:Wr WOO:O|

eclrans

Memory stress @ ectrans-benchmark-sp.profet.prv

Bandwidth (GB/s)

Stress score

I 1
0.8

0.6

0.4

(N RI] [0.10..0.20) [0.20..0.30) [0.30..0.40) [0.40..0.50) [0.50..0.60) [0.60..0.70) [0.70..0.80) [0.80..0.50) [(1%- 0=/ 1|

THREAD 1.1.1

THREAD 1.2.1
Average 0.42 % 21.70%
Avg/Max 0.92 0.95

» Prediction of future ones (PROFET)
= Cache-Aware Roofline Model (CARM)

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)

XA 2200 as51%) 2000
RN Gosan ssso| aasiw

0.00%
0.00 %
0.00 %

0.60
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Callsite

‘benchmark-sp.prv

tritog ﬁrgtol |

Stress score ™

hmark-sp.profet.prv
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BSC Performance Tools aim

TO DO SCIENCE,
YOU GENERATE
A HYPOTHESIS

THEN TEST IT.

BUT HOW DO
YOU GENERATE
A HYPOTHESIS?

K

GREAT QUESTION. HOW DO
YOU THINK YOU DO IT?

| wew, mavee mu-

AND THERE
'fou HAVE 1Tl

i

= Provide quantitative (how much)

+ qualitative (why/how)

= Patterns, shapes, structure... beyond raw

numbers “for a better understanding”

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)
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= Be your copilot in the process of
generating & validating hypotheses

= The tool is the “wheel” and you “drive it”

| COUNTING THINGS ',
123 OH. SORRY..
! \
LET'S GET A SHOW OF HANDS.. OK!'LOBKS LIKE EVE: | SHOULD HAVE ME
AR :g:—}r- MEFva Do HIRGDR ;Ligﬁ ONLY uﬂENJL';ﬁgEEs
PREFE ? RESPO
WHD HERE PREFERS SR FonsE
gugwﬂmms DATA
VER aum_h-p.r VE ?
WE DATA; WELL. QUANT DATH IS +PAUSEs
THE ONLY WAY TO
REALLY KNOW-. SEVEN?

P47 L
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First steps of analysis

Identify Efficiency Detailed Conclusions &

Structure eleet ok Metrics Analyis Suggestions

= Parallel Efficiency: Parallel resources are mostly doing useful work?
» Load Balance - Work (programmer’s fault)? Performance (machine’s fault)?
= Serialization > Dependency chains? Sequence of MPI calls? Noise?
» Transfer - Bandwidth or Latency? Simulations with Dimemas

= Serial Efficiency: How far from peak performance?
» IPC - Cache effects? Correlate with other counters
* Frequency - Cycles per us? Multi-core sharing? Dynamic scaling? Power?

= Scalability: Benefit from additional resources?
= Code replication - Total instructions?

Paraver Tutorials:

= Variability? Introduction to Paraver &
Dimemas methodology

= Behavioral Structure > Analytics
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BSC Tools Website & Contact

» https://tools.bsc.es

Documentation
» Training guides
» Tutorial slides

tools@bsc.es

Quick Start

= Start wxparaver

= Help - Tutorials

» Follow training guides

c Home Paraver » Dimemas = Extrae Research » Documentation » Downloads Publications

Home » Downloads

Downloads

CORE TOOLS

EXTRAE PARAVER DIMEMAS

High-abstracted network simulator for message-

Instrumentation framework to generate execution Expressive powerful and flexible trace visualizer for

traces of the most used parallel runtimes. post-mortem trace analysis. passing programs.

soL DIMEMAS N

Version5.2.12«1.09 MB

EafL

sel PARAVER ~

Version 4.6.3 + 156 MB

sel EXTRAE ~

Version 34.1+224 MB

=0 EHOR® &L 4

+ + +

CLUSTERING TRACKING FOLDING

Automatically expose the main performance trends in Analyze how the behavior of a parallel application Combined instrumentation and sampling for

applications’ computation structure. evolves through different scenarios. instantaneous metric evolution with low overhead.

set CLUSTERING A

Version 2.6.6+ 2 MB Version 2.6.5+ 1.9 MB Version 1.0.2+11.06 MB

+ + +

SPECTRAL BASIC ANALYSIS

Signal processing technigues to select representative Framework for automatic exiraction of fundamental

set TRACKING v -et FOLDING v

regions from Paraver fraces. factors for Paraver traces.

sct BASIC ANALYSIS v

Version 0.2 + 10.89 MB

set SPECTRAL A

Version 3.4.0+0.31 MB

+ +

B

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)
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e The importance of understanding
- Keep asking questions
e Use your brain
- Use visual tools Ta kea Wa y
e The devil is in the details
- Do not miss them
e Don’t over-theorize about your code
- Look at it
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@ 0 0 Performance Optimisation and Productivity 3
A Centre of Excellence in HPC

* Free performance assessment services for European users

* Request your assessment here

1%

Contact:
@ https://www.pop-coe.eu
4 pop@bsc.es
[ | youtube.com/POPHPC

This project has received funding from the European High-Performance Computing Joint Undertaking (JU) under grant agreement No 101143931. The JU receives
support from the European Union’s Horizon Europe research and innovation programme and Spain, Germany, France, Portugal and the Czech Republic.
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