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Extrae features

Platforms

= Intel, Cray, BlueGene, MIC, ARM, Android, Fujitsu Sparc ...
Parallel programming models

= MPI, OpenMP, pthreads, OmpSs, CUDA, OpenCL, Java, Python ...
Performance Counters No need to
= Using PAPI interface recompile or

Link to source code relink!

= Callstack at MPI routines
= OpenMP outlined routines
= Selected user functions (Dyninst)

Periodic sampling ]

= User events (Extrae API)
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How does Extrae work?

= Symbol substitution through LD_PRELOAD

Specific libraries for each combination of runtimes
MPI

OpenMP

OpenMP+MPI

CUDA+MPI

= Dynamic instrumentation

= Based on Dyninst (developed by U.Wisconsin / U.Maryland)
= Instrumentation in memory
= Binary rewriting

= Alternatives
= Static link (i.e., PMPI, Extrae API)
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Extrae on MareNostrum5 (I)

= Log into MareNostrum5 ACC:

laptop$ ssh -Y <USER>@aloginl.bsc.es

= Extrae is available via modules...

aloginl$ module avail extrae

= .. as are the other BSCTOOLS:

aloginl$ module avail paraver
aloginl$ module avail clustering suite

aloginl$ module avail dimemas
aloginl$ module avail basicanalysis
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Getting your first trace

= Provided folder bsctools in /gpfs/scratch/nct 362 contains:
= Application compiled for MPI and MPI+OpenMP (lulesh2.0 mpi, lulesh2.0 mpi+openmp)
= Jobscripts to execute and trace (job64p.slurm, job8p+8t.slurm, trace.sh)
= Configuration of the tracing tool (extrae.xml)
» Already generated tracefiles (traces/*. {pcf,prv, row})

= Copy this folder to your and you are ready to follow this hands-on tutorial

cp -R /gpfs/scratch/nct_362/bsctools $HOME
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Getting an MPI trace with Extrae
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Using Extrae in 3 steps

1. Adapt your job submission scripts

2. Configure what to trace
= XML configuration file
= Example configurations at SEXTRAE HOME/share/example

3. Run it!

» For further reference check the Extrae User Guide:
» https://tools.bsc.es/doc/html/extrae
= Also distributed with Extrae at SEXTRAE HOME/share/doc
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Step 1: Adapt the job script to load Extrae

= Example of a standard jobscript (without tracing)

Vs

job64p.slurml

1/usr/bin/env bash

#SBATCH --job-name=lulesh2.0 64p
#SBATCH --output=%x.%j.out
#SBATCH --error=%x.%j.err Request
#SBATCH --ntasks=64

#SBATCH --time=00:10:00 MEsollireeE
#SBATCH --gos=acc_debug
#SBATCH --exclusive

ml gcc/11.4.0 Load modules
ml openmp/4.1.5-gcc

srun ./lulesh2.0 mpi -i 10 -s 65 -p Run program
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Step 1: Adapt the job script to load Extrae

= Jobscript modified to load Extrae and helper script (extrae/MPI/{job64p.slurm, trace.sh})

Vs

Vs

job64p.slurm W trace.sh}

1/usr/bin/env bash #!/usr/bin/env bash

#SBATCH --job-name=lulesh2.0_64p module load extrae

#SBATCH --output=%x.%j.out
#SBATCH --error=%x.%j.err EXTRAE_CONFIG_FILE=./extrae.xml BRI FidfoRug:lo=
#SBATCH --ntasks=64 # For C apps

#SBATCH --time=00:10:00 LD PRELOAD=${EXTRAE_HOME}/1lib/libmpitrace.so

#SBATCH --gos=acc_debug Access to # For Fortran apps
#SBATCH --exclusive #texport LD PRELOAD=${EXTRAE_HOME}/lib/1@mpitracef.so
#SBATCH --constraint-perfparanoid Hardware

## Run the desired progra .
nl gcc/11.4.0 Counters o _Choose a tracing
M1 openmpi/4.1.5-gcc —_— library depending on

the app type (see

- Trace name ;
TRACE_NAME=1lulesh2.0_64p.prv next slide)

srun ./trace.sh ./lulesh2.0 mpi -i 10 -s 65 -p

Run with

Extrae
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Step 1: Which tracing library?

= Choose depending on the application type
= Navigate to SEXTRAE HOME/1lib for all the combinations

mm:lm

libseqgtrace

libmpitrace[f]! v

libomptrace v

libpttrace v
libcudatrace v
libompitrace[f] 1 v v

libptmpitrace[f] ! v v
libcudampitrace[f] ! 4 4

1 add suffix “'f” in Fortran codes

P —
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Step 2: Extrae XML configuration
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Vs

extrae.xml}

<mpi enabled="yes">
<counters enabled="yes" /> Instrument the MPI calls
</mpi> (What is the program doing?)

<openmp enabled="yes">
<locks enabled="no" />
<counters enabled="yes" />
</openmp>

<pthread enabled="no">
<locks enabled="no" />
<counters enabled="yes" />
</pthread>

Instrument the call-stack

<callers enabled="yes"> (Where in my code?)
<mpi enabled="yes">1-3</mpi> '
<sampling enabled="no">1-5</sampling>

</callers>
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Step 2: Extrae XML configuration (II)

Vs

extrae.xml}

Vs

extrae.xml}

<counters enabled="yes">
<cpu enabled="yes" starting-set-distribution="1">
<set enabled="yes" domain="all" changeat-time=“0">

PAPI_TOT_INS,PAPI_TOT_CYC,PAPI_L1_DCM,PAPI_L2_DCM
PAPI_L3_TCM,PAPI_BR_INS,PAPI_BR_MSP,RESOURCE_STALLS:SB

</set>
</cpu>
<network enabled="no" />
<resource-usage enabled="no" />
<memory-usage enabled="no" />
</counters>

Select which HWC are measured

(How is the machine doing?)

papi_best _set \

omnipresent <list-of-counters> \

<list-of-counters>

<buffer enabled="yes">

_ _ Extrae buffer size
<size enabled="yes">5000000</size>
<circular enabled="no" /> (F“JSh/nnennory

</buffers trade-off)

<sampling enabled="no" type="default" period="56m"
variability="10m" />
Additional sampling

<merge enabled="yes" .
(Want more details?)

synchronization="default"

tree-fan-out="16"
max-memory="512"
joint-states="yes"
keep-mpits="yes"
sort-addresses="yes"
overwrite="yes">
$TRACE NAME$ Automatic post-processing

</merge> to generate the tracefile

R T A ———
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Step 3: Run it!

= Submit your job as usual

aloginl$ sbatch -A nct_362 --reservation=POP3Tools job64p.slurm

= Once finished (check with “squeue”) you will have the trace (3 files):

aloginl$ 1s -1

lulesh2.0 64p.pcf
lulesh2.0 _64p.prv
lulesh2.0 _64p.row

= Any trouble? There’s a trace already generated under the “traces” folder

= Now let’s look into it!
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Paraver Installation
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Install Paraver in your laptop

Extrae Research » Documentation » Downloads Publications

= Download a binary for your OS
» https://tools.bsc.es/downloads

Downloads

CORE TOOLS

CMTRAE PARAVER DIMEMAS

High-abstracted network simulator for message-

Instrumen.oiina framework to generate execution Expressive powerful and flexible trace visualizer for
traces of the most usiu! narallel runtimes. post-mortem trace analysis. passing programs.

‘ Cet PARAVER - Cet DIMEMAS -

Version 3.4.1+2.24 MB Version 5.2.12+ 1.09 MB

g = O = ==®é«§}«§} =l £ € £
+ + +

wxparaver-4.12.0-mac.zip

B wxparaver-4.12.0-win.zip

Automatically expose the main performance trends in Analyze how the behavior of a parallel application Combined instrumentation and sampling for
applications’ computation structure. evolves through different scenarios. instantaneous metric evolution with low overhead.

i wxparaver-4.12.0-Linux_x86_64.tar.gz

Get CLUSTERING - Get TRACKING h Get FOLDING h

Version 2.6.6+«2 MB Version 2.6.5+ 1.9 MB Version 1.0.2 + 11.06 MB

-+ -+ +

SPECTRAL BASIC ANALYSIS
Signal processing techniques to select representative Framework for automatic extraction of fundamental
regions from Paraver traces. factors for Paraver traces.

Get SPECTRAL - Get BASIC ANALYSIS -
Version 3.4.0 + 0.31 MB Version 0.2 « 10.89 MB

+ +
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Install Paraver

= Uncompress downloaded package Fle Hints Help
= Rename the folder:
= wxparaver-4.12.0-* - paraver e —

= Start Paraver:
» Linux: Run the command:

paraver/bin/wxparaver

= Windows: Double-click on paraver/wxparaver.exe Fles & Window Properties
= MAC: Double click on paraver/wxparaver.app

¢ 120
7 bin

7 cigs
"7 include
7 libe4

VOV Vv
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Install Paraver

= Download tutorials

Eareoisna

Supercamputing

canter

et e e Supesca

No tutorials found!?

Paraver

Help

Install using the download dialog

You can automatically download and install any of the available tuterials by clicking the "Download and
Install” button

Help Contents...

Help - Tutorials Tutorias.
e

Tutor ownload

Manual installation Select tutorials to download and install

Tutorials window O ——

1. Open the Preferences Windor: Paraver introduction (MPI)

Just chack in the desired tutarials and pracs the OK™ button

After that, we will sutomatically refresh the tutorials list. Methodol
If nething happens, come back here and press the Jndex buttan (the first one at the bottom-left) to ethodology
rebuild the tutorials list

2. Seleck Glabal tab. Dimemas introduction
O S_ l I 3.inthe  change the
4. Save your new settings by clicking the Ok button in the Preferences Windaw. + Introduction to Paraver and Dimemas methodology
5
6

Tutorial on HydroC analysis (MPI, Dimemas, CUDA)
A” Traces w Ifthe button Index doesn t seem ta work (you're st reading this help). plesse verify that Trace preparation
« Every tutorial is uncompressed.
« Every tutonial s inside itz own subdiractory.

. {or tuterials] are copi into the root directory that you have selected before
fi.e: o i 1 i etc).
 Every tutorial has a main index. html i e: /nome/myuser/mytutorials/tut1findex htmi |

If you still get this help after checking these steps again, please contact us ot paraver@hsc.es
Latest tutorials

Find them b3
« Assingle targz package (127 MBI
* Assingle zip package (127 MB}

2] = Close:

Download and install tutorials

= Follow these tutorials by clicking on the hyperlinks and reading the explanations. When you click on
a link, multiple views will open.
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Install Paraver tutorials (alternative method)

= Download tutorials archive
» https://tools.bsc.es/paraver-tutorials

paraver-tutorials-20150526.tar.gz
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‘ Home Paraver » Dimemas » Extrae Research » Documentation » Downloads Publications

news@tools:~ > paraver 4.7.2 availll

Home » Documentation » Paraver tutorials

These seven tutorials can be opened with wxParaver versions newer than 4.3.0, and you'll be able to follow the steps within the tool. To install them, download
and untar the package and follow the instructions of the Help/Tutorial option on the Paraver main window. Following there is a list of available tutorials:

with Paraver basic commands and the first steps of a

B Paraver introduction (MP|

s simulator and to start
Dimemas introduction

ntroductio

o oo o

O

Trace preparatior

o

Trace alignment tutorial

tutorial to ect shifts between pro

If you prefer you can download all of them togheter in a single package:

tar.gz format (127 Mb) zip format (127 Mb)

All tutorials
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Install Paraver tutorials (alternative method)

Paraver - X
& Help
= Uncompress downloaded package Load Trace...
Previous Traces b
= Rename the folders: .
= paraver-tutorials-20150526 - tutorials
Load Session...
Previous Sessions b

= Start Paraver: ] T —
» Linux: Run the command: File > Preferences Quit
paraver/bin/wxparaver

= Windows: Double-click on paraver/wxparaver.exe
= MAC: Double click on paraver/wxparaver.app

Files & Window Properties

1

@ libxml2
@ memkind
& mpich
@ MRNet
@ openmpi
@ papi

| Paraver]

Paraver Files -

= Open File &> Preferences

4 v w w w w w

——
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Install Paraver tutorials (alternative method)

x

= Setup the "Tutorials root” pointing to your folder
Global Timeline Histogram Color Workspaces “tuto rialS"

Trace
Fill State gaps with IDLE State

View full path in trace selector

Maximum loadable trace size (MB) | 500 - +

Default directories

Traces J/home/gllort Browse
CFGs /home/gllort/Apps/Paraver/4.8.2-devel2/cfgs Browse

Filters XML [home/gllort/Apps/Paraver/4.8.2/share/filters-config Browse

Click and navigate to

Tutorials root [home/gllort/apps/Paraver/4.8.2-devel2/tutorials Browse th e uncom p re Ssed
Tmp dir J/home/gllort Browse tUtO rlals f0|der

Behaviour

Allow only one running instance
Automatically save sessionevery 1 — 4 minutes
Sshow dialog for crashed auto-saved sessions on startup

show help contents on a browser

Cancel OK
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Analysing an MPI trace with Paraver
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First steps of analysis

= Copy the trace to your computer

scp <USER>@aloginl.bsc.es:~/bsctools/extrae/MPI/lulesh2.0 64p.* $PWD

= Load the trace with Paraver

=) Paraver

File > Load Trace - navigate to | i
“|U|e5h2-0_64p-prV” Previous Traces .
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First steps of analysis

» Follow Tutorial #3
= Introduction to Paraver and Dimemas methodology

) &) Tutorials
Barcelona
Supercompuiing
-~ 8 = Center
araver Centra Nacional de Supercomputacion
File Help Index

Tutorials... . o
1. Introduction to Analysis with Paraver - MPI

Winda About...
2. Introduction to the Use of Dimemas

All Traces -

3. Introduction to Paraver and Dimemas methodology

4. Analysis with Paraver & Dimemas - Methodology

5. HydroC Tutorial

6. Paraver trace preparation

EjE)E]

I ——
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Measure the parallel efficiency
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= Click on “"mpi_stats.cfg”

= Check the Average for the column labelled "Outside MPI”

The first question to answer when analyzing a parallel code is "how efficient does it run?".
The efficiency of a parallel program can be defined based on two aspects: the parallelization
efficiency and the efficiency obtained in the execution of the serial regions. These two
metrics would be the first checks on the proposed methodology.

efficiency load the configuration file

cfgs/mpi/mpi_stats.cfg This configuration pops up a table with %time that every
Shesadapondad yIPI call. Look at the global statistics at the bottom of the
outside mpi column. Entry Average represents the application parallel efficiency,
entry Avg/Max represents the global load balance and entry Maximum represents the
communication efficiency. If any of those values are lower than 85% is recommended
to look at the corresponding metric in detail. Open the control window to identify the
phases and iterations of the code.

e To measure the computation time distribution load the configuration file
cfgs/general/2dh usefulduration.cfg This configuration pops up a histogram of the
duration for the computation regions. The computation regions are delimited by the
exit from an MPI call and the entry to the next call. If the histogram does not show
vertical lines, it indicates the computation time may be not balanced. Open the
control window to look at the time distribution and visually correlate both views.

e To measure the computational load (instructions) distribution load the
configuration file cfgs/papi/2dh useful instructions.cfg This configuration pops up a
histogram of the instructions for the computation regions. The computation regions
are delimited by the exit from an MPI call and the entry to the next call. If the
histogram doesn’t show vertical lines, it indicates the distribution of the instructions
may be not balanced. Open the control window to look at the time distribution and

£

iil
1

Parallel efficiency (Avg)
Comm efficiency (Max)

Load balance (Avg/Max)

MPI call profile @ lulesh2.0_64mpi.prv

e B 3 Q = B H ¥ WM % £ %

h Defaut v | 2 %

Outside MPI MPI Isend MPIIrecv MPI_ Wait MPI Waitall MPI_Barrier MPI_Reduce MPI Allredu
THREAD 1.57.1 IRAERIES

THREAD 1.58.1
THREAD 1.59.1
THREAD 1.60.1
THREAD 1.61.1
THREAD 1.62.1
THREAD 1.63.1
THREAD 1.64.1

v
N
-
E

Num. Cells 64 64 64 64 64 64
Total 5,340.71 % 213% 93.09% 346.67 % 2.94% 60.69 % 545.1:
0.08 % 0.03% 1.45% 5.42% 0.05% 0.95% 8.5
0.14 % 0.06 % 7.06% 12.26 % 0.28 % 1.92% 17.1
Minimum 0.03 % 0.01% 0.11% 0.62 % 0.00 % 0.00 % 0.7
StDev 0.03 % 0.01 % 1.29% 3.46% 0.06% 0.44% 3.7!
0.59 0.58 0.21 0.44 0.16 0.49 0
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Focus on the iterative part

MPI call @ lulesh2.0 64mpi.prv

Drag and drop to zoom on
the iterative region

Right click > Copy

Right click >
Paste - Time

Open Control Window

MPI call profile @ lulesh2.0_64mpi.prv

B 3 Q & W H M W % I % A Defak v 2

Outside MPI MPI Isend MPI Irecv MPI Wait MPI Waitall MPI_Allreduce MPI_Comm_rank
THREAD 1.57.1 IEEEARE
THREAD 1.58.1

e
THreap 1.59.1 [ENERS o 4es%
THREAD 1.60.1 TR

THREAD 1.61.1 . 17.19%

THREAD 1.62.1

THREAD 1.63.1

THREAD 1.64.1
Num. Cells 64 64 64 64 64 64 64
Total 521657%  4.94%  211% 103.59%  38420%  687.26% 133%
Average 81.51%  008%  003% 1.62%  600% 10.74% 0.02%
Maximum 9477%  0.13%  0.06%  7.63%  1382% 21.65% 0.02%
Minimum 64.69%  0.03%  001% 012%  0.77% 0.90% 0.02%
stDev 820%  003% 001% 132%  3.80% 4.63% 0.00 %

Avg/Max 0.86 0.58 0.58 0.21 0.43 0.50 0.86




Efficiency of iterative region
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= 3 numbers to quickly describe the efficiency of
your code

» Parallel efficiency 2 % of time my program is computing

(100% is perfect)

= Comm efficiency > At least 1 process can finish all
communications in 100 - Maximum % of the program's
time (100% is perfect)

» Load balance = Ratio of slow/fast processes (1 is
perfectly balanced)

= Any value below 85% (0.85)?
»= Pay attention there

Parallel efficiency (Avg)

Comm efficiency (Max)

Load balance (Avg/Max)

MPI call profile @ lulesh2.0_64mpi.prv

€ B @ Q = B H BM I % I % W Defat v 2 %

Outside MPI MPI Isend MPI Irecv MPI Wait MPI Waitall MPI_Allreduce MPI_Comm _rank

THREAD 1.57.7 AT N YL
THREAD 1.58.1 75.88 % o 00m2%
THREAD 1.59.1 o 0m2%
THREAD 1.60.1 0%
THREAD 1.61.1 o 0m%
THREAD 1.62.1 6 o 0m%
THREAD 1.63.1 o 0m%
THREAD 1.64.1 0%
Num. Cells 64 64 64 64 64 64 64
Total 5216.57%  4.94%  211% 103.59%  384.20% 687.26 % 1.33%
Averag 0.08%  0.03% 1.62% 6.00 % 10.74 % 0.02 %

: 013%  0.06% 7.63% 13.82% 21.65% 0.02%
Minimum 64.69%  0.03%  001%  0.12% 0.77% 0.90 % 0.02%
StDev 820%  0.03% 001% 1.32% 3.80% 4.63% 0.00 %
0.58 0.58 0.21 0.43 0.50 0.86
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Computation time distribution

= Click on “2dh_usefulduration.cfg” (2nd link) &> Shows time computing

The first question to answer when analyzing a parallel code is "how efficient does it run?".
The efficiency of a parallel program can be defined based on two aspects: the parallelization
efficiency and the efficiency obtained in the execution of the serial regions. These two
metrics would be the first checks on the proposed methodology.

2DH useful duration Duration lulesh2.0_64mpi.prv
| imbalances
E B 3p Q

e To measure the parallel efficiency load the configuration file
cfgs/mpi/mpi_stats.cfg This configuration pops up a table with %time that every
thread spends in every MPI call. Look at the global statistics at the bottom of the
outside mpi column. Entry Average represents the application parallel efficiency,
entry Avg/Max represents the global load balance and entry Maximum represents the

communication efficiency. If any of those values are lower than 85% is recommended R| g h t CI | C k 9

to look at the corresponding metric in detail. Open the control window to identify the )

phases and iterations of the code. Pa Ste 9 T| me - -
distribution load the configuration file FFO m p revious

is configuration pops up a histogram of the . .
anss!'he computation regions are delimited by the tl me | ine
exit from an MPI call and the entry to the next call. If the histogram does not show
vertical lines, it indicates the computation time may be not balanced. Open the
control window to look at the time distribution and visually correlate both views.

Bottom block,

e
-
e To measure the computational load (instructions) distribution load the -ﬁll 24 p ! fa Ste r t h a n
:lqnﬁguratlon file _cfgs/pag_ /2dh useful |nstruc§|ons,cngTh|s conﬁguratloq popsupa i to p b I (o]® k, 4 0 p .
istogram of the instructions for the computation regions. The computation regions L]

Zig-zag = Some
processes take longer
than the others.
Work imbalance?

are delimited by the exit from an MPI call and the entry to the next call. If the
histogram doesn't show vertical lines, it indicates the distribution of the instructions
may be not balanced. Open the control window to look at the time distribution and

g

Socket
imbalance?

i
.-I.|:I_-

i

1..144,772.95)
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Check process mapping

Vs

. : job64p-bal.slurm W
» Hints - Resources - Process Mapping —
= MareNostrum5 ACC tODOlOQV - srun ./trace.sh ./lulesh2.0 mpi -i 10 -s 65 -p
. + srun ./trace.sh --cpu-
" 2 sockets with 2 NUMA nodes each bind=map_cpu:0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,20,21, 22
= 2nd NUMA node on each socket - half-empty ,23,24,25,26,27,28,29,30,31,32,33,34,35,40,41,42,43,44,45,4
. 6,47,48,49,50,51,52,53,54,55,60,61,62,63,64,65,66,67,68,69
O J J J J J J J J J J J J J J J J J J J J
= Runtime down by ~0.4s (~15%) 70,71,72,73,74,75 ./trace.sh ./lulesh2.@-mpi -i 10 -s 65 -p
process mapping photo @ lulesh2.0 64mpi.prv proce apping photo @ e 0 64mp pu-bind16 a.p
Socket 2 - e B 3D L= OB M oWom AN L%
Efficiency
Running | Running
Num. Cells 64 I Num. Cells 64
e 521542 1 L[, Total  5,577.76 %
Average 81.49 % [ 1! Average 87.15 %
Maximum 94.77 % Ll I Maximum 95.64 %
Minimum 64.65 % li | Minimum 80.91 %
1 StDev 8.21 % T | StDev 3.13 %
Avg/Max 0.86 I || Avg/max 0.91
value 33 ) -
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Computation load distribution

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

= Click on “2dh_useful_instructions.cfg” (3rd link) > Shows amount of work

The first question to answer when analyzing a parallel code is "how efficient does it run?".
The efficiency of a parallel program can be defined based on two aspects: the parallelization
efficiency and the efficiency obtained in the execution of the serial regions. These two
metrics would be the first checks on the proposed methodology.

e To measure the parallel efficiency load the configuration file
cfgs/mpi/mpi_stats.cfg This configuration pops up a table with %time that every
thread spends in every MPI call. Look at the global statistics at the bottom of the
outside mpi column. Entry Average represents the application parallel efficiency,
entry Avg/Max represents the global load balance and entry Maximum represents the
communication efficiency. If any of those values are lower than 85% is recommended
to look at the corresponding metric in detail. Open the control window to identify the
phases and iterations of the code.

e To measure the computation time distribution load the configuration file

control window to look at the time distribution and visually correlate both views.

are delimited by the exit from an MPI call and the entry to the next call. If the
histogram doesn't show vertical lines, it indicates the distribution of the instructions
may be not balanced. Open the control window to look at the time distribution and

2dh useful instructions @ lulesh2.0_64mpi.prv

c B

3D

v

= B H B X Z % bk v

Right click >
Paste - Time

From previous

cfgs/general/2dh usefulduration.cfg This configuration pops up a histogram of the H . ’ y
duration for the computation regions. The computation regions are delimited by the tl me I ine A

exit from an MPI call and the entry to the next call. If the histogram does not show I ]
vertical lines, it indicates the computation time may be not balanced. Open the I 8 :'

e To measure theoomputationalioad inatruationa) stribution load the :
configuration filf] cfgs/papi/2dh useful instructions.cfg [his configuration pops up a ."
histogram of th¢metrestionsiontiesempetetionregiers. The computation regions L

[

r

Straight line =
Perfect work distribution

THREAD 1.40.1 [1,648,373,331.48..1,666,290,417.53) =0 us
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Computation load distribution

= Comparing the two histograms -> Similar shapes -> Work distribution determines time computing

2DH useful duration correlated with @ lulesh2.0_64mpi.prv

E B 3 O & W H M oW N I % M v 2dh useful instructions @ lulesh2.0_64mpi.prv
T o € B 3 O @ W OH ¥ W X I % M v
L o
)
X
I Y’
g
| o
[ 7
'r’
A
| "'
il
o
| .'l'
Effect Work imbalance |[igPeyTem )
caused by )
different .
amount of work THREAD 1.40.1 [1,648,373,331.48..1,666,290,417.53) =0 us

R R RO R ——————— —
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Where does this happen?

= Go from the table to the timeline

Open Filtered
Control Window
useful instructions 2DZoom range [1.43338e+08,5.73348e+08) @ Lu :>n

THREAD 1.1. 2¢ useful instructions @ lulesh2.0_64mpi.prv
THREAD

THREAD

THREAD

THREAD

Clicking here always
recomputes the scale.
Same as:

Right click >

Fit semantic scale >
Fit both Drag & drop to select

imbalanced area

THREAD T.40.1 [1,648,373,331.48..1,666,290,417.53) =0 us

T ———
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Where does this happen?

. m & at the same time? - Imbalance

useful instructions 2DZoom range [1.43338e+08,5.73348e+08) @ lulesh:
THREAD

THREAD

Drag & drop to zoom
into 1 iteration

THREAD
THREAD

THREAD

M End
useful instructions 2DZoom range [1.43338e+08,5.73348e+08) @ lulesh: [ main
[ commRecy [CommRecv{Demain&, imt, imt, int, int, int, bool, bool)]

B CommSend [CommSend{Domain&, int, int, double& (Domain::**)({int), int, int, int, bool, bool)]
THREAD 1.17. B CommSBN [CommSBN(Domain&, int, doublef (Domain::**){int))]

THREAD 1.33. B CommSyncPosVel [CommSyncPosVel{Domain)]

— O CommMonod [CommMonod{Domaind) ]

THREAD

THREAD

THREAD

1,576,616 us . . caller @ lulesh2.0_64mpi.prv
Right click > Copy .

& Paste Time

EAD 1.1.1

READ

= Hints > Call stack references - Caller function

AD

D
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VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Save CFG’'s (method 1)

Copy Ctrl+C
Clone
useful instructions 2DZoom range [1.43338e+08 i
Undo Zoom Cerl+U
THREAD
THREAD 1.17. Fit Time Scale
THREAD 1.33. Fit Semantic Scale ’
THREAD Fit Objects
Select Objects...

THREA&D N
1,575,616 us=

Right click >
Save - Configuration
Object Axis ’
Run ¥

Synchronize

Image...
Image Legend...
Text...

Info Panel

OO —
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Save CFG’'s (method 2)

useful instructions 2DZoom range [1.43338e+08,5.73348e+08) @ lulesh:

THREAD 1.1.1

THREAD 1.17.

THREAD 1.33.

THREAD 1.49.

THREAD 1.64.1 ~ _
1,576,618 u=

File >

Save Configuration

1,459, 595 us

Paraver

File Hints Help

Load Trace...
Previous Traces

Unload Traces...

Load Configuration...
Previous Configurations

Load Session... CerisL
Save Session... Ctrl+s 2.95878e:

Preferences... 8.75794e

Quit Cerl+Q

Fles & Window Properties
| B
i spark
[ spark-1.6.0-bin-hadoop2.6
i Telegram
i tracking
& wxparaver
v lmss62
> [Eicfgs
v [ latest
> [ bin
v @ cfgs

4v v

Paraver files

=) Save configuration

lulesh_8p_uam.prv.gz

Timelines

usefulinstructions @ lulesh_8p_ua
Instructions.c1 @ lulesh_8p_uam.p
Useful.c1 @ lulesh_8p_uam.prv.gz
& usefulinstructions 2DZoom range
Instructions.c1.c1 @ lulesh_8p_uam
Useful.c1.c1 @ lulesh_8p_uam.prv.¢

El

Instructions.c1.c2 @ lulesh_8p_uam
Useful.c1.c2 @ lulesh_Bp_uam.prv.¢

2dh useful instructions @ lulesh_8p

- Timeline options

s [ Relative begin time

[& Relative end time

| Compute semantic scale

Histogram options

® Alltrace

) Allwindow

set all Unset all & Compute gradient limits
Description
Select what
to save
| Save whole CFG in basic mode Cancel

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)

2026-02-9..13



VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

CFG’s distribution

= Paraver comes with many included CFG’s = Apply any CFG to any trace!

File Hints Help

Load Trace... #| 2| home | @i gllort | Apps | wxparaver | latest || cFgs| General
Previous Traces b
Unload Traces... Location:
Places Name 4 | Size Modified
Previous Configurations ' = Q, search i burst_mode 18/07/16
@ Recently Used [l clustering 18/07/16
Load Session... & gllort [l counters_PAPI 18/07/16
Save Session... @ Desktop & CUDA 18/07/16
Preferences... 1 File System i Folding 18/07/16
Quit . Windows sl | |
iE Documents il Java 18/07/16
@ Music & mpi 18/07/16
@ Pictures & OmpSs 18/07/16
@ Videos [l OpencL 18/07/16
i Downloads & OpenMP 18/07/16
[l OtF 18/07/16
Files & Window Properties = pthread 18}"07}"16
| B & sampling+Ffolding 18/07/16
' Uac;ing & scripts 18/07/16
* [ wxparaver |l software_counters 18/07/16
> @462 [l spectral 18/07/16
g -
¥ | latest
[ bin
¥ | cfgs

* | burst_mode

* [ clustering

* & counters PAPI
Paraver files =

Paraver configuration file (*.cfg) =

Cancel || Open

e
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CFG’s distribution

= Paraver comes with many included CFG’s = Apply any CFG to any trace!

@S @ Paraver

File Hints Help
Load Trace... Zerl+0
Previous Traces b
Unload Traces...

Load Configuration...

il /home/gllort/Apps/wxparaver/latest/cfgs/General/views/useful_duration.cfg
[/home/gllort/Apps/wxparaver/4.6.2/cfgs/counters_PAPI/performance/2dh_cycles_per_us.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/mpifanalysis/mpi_stats.cfg
/home/gllort/Apps/wxparaver/latest-tutorials/3.Introduction_to_Paraver_and_Dimemas_methodology/cfgs/papi/2dh_useful_instructions.cfg
/home/gllort/Apps/wxparaver/latest/cfgs/counters_PAPI/performance/cycles_per_us.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/clustering/2dp_clusters.cfg
Quit “tri+Q /home/gllort/Apps/wxparaver/latest-tutorials/3.Introduction_to_Paraver_and_Dimemas_methodology/cfgs/general/2dh_usefulduration.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/counters_PAPI/performance/2dh_usefulduration.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/counters_PAPI/performance/2dh_useful_instructions.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/General/sanity_checks/flushing.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/counters_PAPI/performance/IPC.cfg
[/home/gllort/Apps/wxparaver/latest/cfgs/General/views/executing_cpu.cfg
/home/gllort/Apps/wxparaver/4.6.2/cfgs/clustering/3dh_duration_cid.cfg
. /home/gllort/Apps/wxparaver/latest/cfgs/clustering/clusterlD_window.cfg
| B /home/gllort/Apps/wxparaver/latest-tutorials/3.Introduction_to_Paraver_and_Dimemas_methodology/cfgs/mpi/mpi_stats.cfg

> ._trad;ing /home/gllort/Apps/wxparaver/latest/cfgs/General/views/user_functions.cfg

v [ wxparaver /home/gllort/Apps/wxparaver/cfgs/memory_location.cfg

[/home/gllort/Apps/wxparaver/cfgs/store_samples.cfg

Load Session... Terl+L
Save Session... “trl+S

Preferences...

Files & Window Properties

F | 4.6.2

- _ /home/gllort/Apps/wxparaver/cfgs/load_samples.cfg

v 5 latest /home/gllort/Apps/wxparaver/cfgs/memkind_partition.cfg
> | bin
¥ |&cfgs

> | burst_mode

> [ clustering

> & counters PAPI
Paraver files =

R R RO R ——————— —
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Hints: a good place to start!

= Paraver suggests CFG’s based on the contents of the trace

Paraver - &
File Hints Help
{ o Useful ’
Wong  MPI ’ MPI calls
use|  PAPIcounters ’ MPIsize
: Call stack references 4 MPI profile
Windo/
lul Resources 4 Point 2 point connectivity paktern
ules
Flush 4 Histogram of durations per MPI call

T EMrrcanprorne Histogram of message sizes per call
P—& usefulinstructions r

—|= 2dh useful instructions

»+—£3 usefulinstructions

—I|=| 2dh useful instructions

—I= MPIcall

e =| MPI call profile

I T L i P 4 A73nna.

Files & Window Properties

156

Properties Mode Basic
Metric % Time
Automatic Redraw Force Redraw
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Do it on your code!

= Follow guidelines from slides 7-16 to your own code to get a trace

= There are more examples of tracing scripts for different programming models under
SEXTRAE HOME/share/examples

= Follow guidelines from slides 17-34 to conduct an initial analysis
= The usual suspects:

= Parallel Efficiency is low? Load balance issues?
= Imbalances in the durations of computations?
» Are these caused by work imbalance?

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)
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Getting a hybrid MPI+OMP trace with Extrae

TECHNISCHE achn = 7 -l
a rm " JOL|0H M Leibriz Supercomputing Centre umc&sn:r m‘ Iniversitét | UNIVERSITY OF OREGON.
Forschungszentrum G SN Ay s rre sF ST v T ar i DARMSTADT ! , univer: 4

Minchen

/M Lawrence Livermore l‘w £ TECHNIS mvxxsm
e




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Step 1: Adapt the job script to load Extrae

= Jobscript modified to use the MPI+OPENMP binary (extrae/MPI+OMP/job8p+8t.slurm)

Vs

job8p+8t.slurm W

1/usr/bin/env bash

#SBATCH --job-name=lulesh2.0 8p+8t
#SBATCH --output=%x.%j.out

#SBATCH --error=%x.%j.err

#SBATCH --ntasks=64

#SBATCH --time=00:10:00 Access to
#SBATCH --qgos=acc_debug Hardware
#SBATCH --exclusive

#SBATCH --constraint-perfparanoid Counters

IBIREHILEEE 8 OpenMP threads

TRACE_NAME=1lulesh2.0_8p+8t.prv

srun ./trace.sh ./lulesh2.0_mpi+openmp -i 10 -s 65 -p

Run with

Extrae




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Step 1: Adapt the job script to load Extrae

= Changes in launcher and configuration file (extrae/MPI+OMP/ {trace.sh, extrae.xml})

Vs

Job8p+8t.slurm W trace.sh W
1/usr/bin/env bash #!/usr/bin/env bash
#SBATCH --job-name=lulesh2.0 8p+8t module load extrae
#SBATCH --output=%x.%j.out
#SBATCH --error=%x.%j.err EXTRAE _CONFIG _FILE=./extrae.xml
#SBATCH --ntasks=64 # For MPI+OPENMP apps
#SBATCH --time=00:10:00 - export LD _PRELOAD=${EXTRAE_HOME}/lib/libmpitrace.so
#SBATCH --gos=acc_debug + export LD PRELOAD=${EXTRAE_HOME}/lib/libompitrace.so
#SBATCH --exclusive
#SBATCH --constraint-perfparanoid ## Run the desired program Tracing library for
$*
OMP_NUM_THREADS=8 —_— MPI + OpenMP
TRACE_NAME=1lulesh2.0_8p+8t.prv extrae.xml W
srun ./trace.sh ./lulesh2.0_mpi+openmp -i 10 -s 65 -p - <openmp enabled="“no“> . .
— + <openmp enabled=“yes®> Enables OpenMP instrumentation
<locks enabled="no" />
<counters enabled="yes" />
</openmp>




Step 3: Run it!

= Submit your job as usual

aloginl$ sbatch -A nct_362 --reservation=POP3Tools job8p+8t.slurm

= Once finished (check with “squeue”) you will have the trace (3 files):

aloginl$ 1s -1

lulesh2.0 8p+8t.pcf
lulesh2.0 8p+8t.prv
lulesh2.0 _8p+8t.row

= Any trouble? There’s a trace already generated under the “traces” folder

= Now let’s look into it!
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Analysing an MPI+OpenMP trace with Paraver

a rm 'J JOL|0H M Leibniz Supercomzuting Centre UNlcE‘RSIT:T m | UNIVERSITY OF OREGON.
Forschungszentrum G A £ s e s S I, A ey DARMSTADT | | univer: g

Minchen

/M Lawrence Livermore l‘w £ TECHNIS mvxxsm
e
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How did it go?

= We added 8 threads per process, did we achieve an 8x speedup?

. |

NO! . . Useful Duration @ lulesh2.0_8mpi.prv
= Runtime of MPI version: 1.9s THRERD 1.1
= Runtime of hybrid version: 2.7s TRt 1

THRE&AD 1.5
THREAD 1.6
THREA&D
THREAD

= What happened?

Paraver € B » L @ B . Useful Duratlorf c] 'Lu'.l.esh.-O_Bmp.]_+Bope-nmp.p
File Hints Help THREAD 1.1.1 a LR x’ ‘2 by

Runnin THREAD
Useful duration 9 Al
. . ) Num, Cells 64 THREAD
- MPI Histogram of computing time
Works Total 1,109.53 % THREAD

OpenMP Instantaneous parallelism Average 17.34 %

THREAD

>
>
Usel
PAPI counters > Maximum 21.17 %
Winde
> Minimum 12.90 %
>
>

StDev 2.02%

Avg/Max | 0.82]

Call stack references
lule:

Resources

Flush

= Very low , only 17%
= Thread ,
only 21% of total time
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Let’s take a look at the parallelization

L e Parallel functions in useful @ lulesh2.0 8mpi+8openmp.prv
Paraver e B L, @ M H oEom A % & v -

T — THREAD 1.
o .

; l&. j." S THREAD

1 w i | N

File Hints Help
Useful
MPI

THREAD 1.5

THREAD

U b T

Parallel functions in user code THREAD

OpenMP

>
>
u >
WinS:o PAPI counters > Outlined functions profile
ule Call stack references > 7H istogram of outlined functions duration eRERD
Resources > .
e : o
|: f’:::::lcf)ttmctions 1. o Copy & PaSte tlme THREAD 1.
B v uncions proie ) o to focus on the fine f| "= " e
grained region
= Two “larger” parallels, yellow and red ~20ms lulesh.cc:2240
. [/gpfs/home/bsc/bsc041744/projects/bsc041744/src/LULESH/wWt/2.0.3/lulesh.cc:2240,
u Plnk and green szS /gpfs/projects/bsc41/bsc041744/src/LULESH/wt/2.0.3/builds/ACC/gcc11.4.0+openmpid.
. . . . 1.5/lulesh2.0_mpi+openmp] Duration: 118.79 us
. Very flne_gralned reg|0n (<80|JS) taklng Parallel functions in useful @ lulesh2.0_8mpi+8openmp.prv
more than 40% of the total iteration time
= Parallel function lines timeline shows us rokesn 1.5 3
where to look in the code e

Mostly black =» IDLE. Kills parallelism
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Duration of computations in parallel regions

1 parallel

lparallel @ lulesh2.0_8mpi+8openmp.prv

THREAD 1
THREZD 1
THREAD 1
THRE&D 1
THREAD 1
THREAD 1
THREAD 1
THREAD 1

lparallel @ lulesh2.0_8mpi+8openmp.prv

Fine-grain region

Fine-grain region @ lulesh2.0_8mpi+8openmp.prv

THREAD 1
THREAD
THREAD
THREAD
THREAD
THREAD
THREAD
THREAD

2D Fine-grain region @ lulesh2.@_8mpi+8openmp.prv

1 full iteration

liter @ lulesh2.0_8mpi+8openmp.prv

THREAD 1 [ -
THREAD 2

THREAD

THREAD

THREAD
THREAD
THREAD
THREAD

1.256.654.142 ns

2D liter @ lulesh2.0_8mpi+8openmp.prv

€ B = , @ W O H B WM % I % A

Running  Synchronization Scheduling and Fork/join

Num. Cells 8 8 1
Total 490,100 ns 2,201,738 ns 460,157.00 ns
Average 61,262.50ns 275,217.25ns 460,157.00 ns
Maximum 65,349 ns 421,409 ns 460,157.00 ns
Minimum 58,675 ns 125,793 ns 460,157.00 ns
StDev 2,302.82 ns 109,560.04 ns 0ns
Avg/Max 0.94 0.65 1

€ B 30 ) [ |l H M II % Z X% h v
Running Synchronization Scheduling and Fork/join
Num. Cells 8 8 1
Total 40,941,610.52 ns 74,577,120 ns 75,883,051.52 ns
Average 5,117,701.31 ns 9,322,140 ns 75,883,051.52 ns
Maximum 5,209,849 ns 13,131,857 ns 75,883,051.52 ns
Minimum 4,987,866 ns 5,377,437 ns 75,883,051.52 ns
StDev 68,523.19ns  1,996,359.56 ns ons
Avg/Max 0.98 0.71 1

€ B @ L R W H oMK I % ok
Running Synchronization Scheduling and Fork/Join
Num. Cells 8 8 1
Total 344,213,739 ns 74,577,120 ns 202,378,455 ns
Average 43,026,717.38ns 9,322,140 ns 202,378,455 ns
Maximum 61,498,315 ns 13,131,857 ns 202,378,455 ns
Minimum 22,110,688 ns 5,377,437 ns 202,378,455 ns
StDev 12,222,318.30ns  1,996,359.56 ns Ons
Avg/Max 0.70 0.71 1

= ~60us computing
= ~700us overhead

= ~5mSs p.p. computing
= ~85ms p.p. overhead

= ~210ms p.p. overhead

Most of the iteration time is spent in OpenMP overhead
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Computation comparison vs pure MPI with 8 ranks

Useful

#instructions

2DH - Useful Duration @ lulesnZ.u_smpl.prv 2dh useful instructions @ LulesnZ.u_smpl.prv

& B @ , = W H| B W% I % A v
Fiy
| I = ’I
Illl I| = LULESH does weak scaling with
| I||l| III | MPI but strong with OpenMP.
I Il | |
THREAD 1.8.1 [68,369.85..68,858.20) =0 us = We had 80ms Computations
€ B @ , @ B H B m A I % A v € B OO S T T | T % | b v ] . .
T - ~| = We tried to split-up those into
T . . smaller chunks < orchestration
i - | overhead dominates runtime
BT
TR,
TN
S

O I ——
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Getting a MPI+CUDA trace with Extrae




VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Step 1: Adapt the scripts to instrument MPI + CUDA binaries

= Changes in jobscript, launcher and configuration file (extrae/MPI+CUDA/ {trace.sh, extrae.xml})

Vs

job4p+4d.slurm W

1/usr/bin/env bash

#SBATCH --job-name=cuda-cloverleaf 4p+4d
#SBATCH --output=%x.%j.out
#SBATCH --error=%x.%j.err
#SBATCH --ntasks=4

#SBATCH --cpus-per-task=20
#SBATCH --gres=gpu:4
#SBATCH --time=00:10:00
#SBATCH --gos=acc_debug
#SBATCH --exclusive
#SBATCH --constraint-perfparanoid

4 tasks, one for each
CUDA device and 20

cores per task

ml gcc/11.4.0
ml openmpi/4.1.5-gcc
ml cuda/12/2

TRACE NAME=cuda-cloverleaf 4p+4d.prv

srun ./trace.sh ./cloverleaf-mpi

Vs

trace.sh W

\

#!/usr/bin/env bash

module load extrae

Tracing
library for
MPI + CUDA

EXTRAE _CONFIG _FILE=./extrae.xml
# For MPI+CUDA apps
- export LD _PRELOAD=${EXTRAE_HOME}/lib/libmpitrace.so
+ export LD _PRELOAD=${EXTRAE_HOME}/lib/libcudampitrace.so

## Run the desired program

$* --device $PMI_RANK Adds multi-device support

Vs

extrae.xml}

- <cuda enabled=“no“ />
+ <cuda enabled=“yes*“ />

Enables CUDA instrumentation




Step 3: Run it!

= Submit your job as usual

aloginl$ sbatch -A nct_362 --reservation=POP3Tools job4p+4d.slurm

= Once finished (check with “squeue”) you will have the trace (3 files):

aloginl$ 1s -1

cloverleaf-mpi_4p+4d.pcf
cloverleaf-mpi_4p+4d.prv
cloverleaf-mpi_4p+4d.row

= Any trouble? There’s a trace already generated under the “traces” folder

= Now let’s look into it!
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Getting a hybrid MPI+CUDA trace with Extrae

TECHNISCHE achn = 7 -l
a rm " JOL|0H M Leibriz Supercomputing Centre umc&sn:r m‘ Iniversitét | UNIVERSITY OF OREGON.
Forschungszentrum G SN Ay s rre sF ST v T ar i DARMSTADT ! , univer: 4

Minchen

/M Lawrence Livermore l‘w £ TECHNIS mvxxsm
e
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CloverLeaf: which configuration works best?

= Compressible Euler equations on a Cartesian grid
» Parallelized with MPI, CUDA (cases analyzed), HIP, OpenMP, Kokkos, SYCL, OpenACC, TBB...
= Input: clover_bm128_ short.in

= Resources

= 80 MPI ranks (fully utilize all node CPUs)
= 4 MPI ranks x 1 GPU each (fully utilize all node GPUs)

Useful Duration @ cloverleaf bml28 shert 86mpi.prv.gz
THREAD

THREAD

THREAD 1.33.

THREA&D

MPI
~90 s

THREA&D 1.&E.

Useful Duration @ cloverleaf bml28 short_dmpixdgpu.prv.gz

THRE&AD 1.1.1

CUDA-D1.51-as06rdbas
MPI+CUDA Wrses it ~16x speedup
~5.5s CUDA- asBErdbas

riung.04. 51-as86rdbag

S0, 548, 223 us
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Computing regions

Useful Duration @ cloverleaf bml28 short_dmpixdgpu.prv.gz

THREAD 1.1.1 _
CUDA-D1.5 2
THREAD 1.2 Zoom, Copy & = 8 :
CUDA- g ! H
4 =06 rdb0s Paste Time THREAD 1.1.1 0.56 %
TRA B T aeagrabas CUDA-D1.51-as06r4b0s
' THREAD 1.2.1 0.36%
. ff ) CUDA-D2.51-as06r4b08
" Hints > E Iciency THREAD 1.3.1 0.40 %
= Untick “Show totals only” CUDA-D3.51-as06r4b08s
THREAD 1.4.1 0.48 %

CUDA-D4.51-as06r4b08

= Host processes don‘t do “useful work”

Num. Cells 8

= GPUs are active computing kernels almost 90% of the time Total 355.52%
Average 44,44 %

Maximum 88.45 %

Minimum 0.36 %

StDev 43.99 %

Avg/Max 0.50
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GPU orchestration overhead

VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Useful Duration @ cloverleaf bml28 short_dmpixdgpu.prv.gz
THREAD 1.1.1 B -
Zoom, Copy & =

Paste Time

= Hints > CUDA - CUDA profile
= Right click > Select objects = Filter out GPU devices

» Host processes are mainly:
= Waiting for the GPU (~81%)
= Data transfers (~7%)
» Launching kernels (~18K, ~6%)

= ~959% of host activity is devoted to CUDA orchestration

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026)

% Window Time

profile @ cloverleaf bml28 short 4mpixdgpu.prv.gz
cudaDeviceSynchronize | cudaMemcpy | cudaLaunch [[<IT.E13= cudaMalloc

THREAD 1.1.1

THREAD 1.2.1

THREAD 1.3.1

THREAD 1.4.1
Num. Cells 4 4 4 4 4
Total 323.98 % 26.34 % 22.65%  2.62% 0.35%
Average 80.99 % 6.59 % 5.66%  0.66% 0.09 %

CUDA profile @ cloverleaf bml28 short 4mpix4gpu.prv.gz

THREAD 1.1.1

THREAD 1.2.1

THREAD 1.3.1

THREAD 1.4.1
Num. Cells 4 4 4 4 4
Total 9,378,990.46ns 5,425,895.77ns 440,857.08ns 67,512.29ns 38,587.14ns
Average 2,344,747.62ns 1,356,473.94ns 110,214.27ns 16,878.07ns 9,646.78ns

# Bursts
CUDA profile @ cloverleaf bml28 short 4mpixdgpu.prv.gz
cudaLaunch | cudaDeviceSynchronize [[<'[-F17/2- cudaMalloc | cudaMemcpy

riea 1.2 IR O 888
roncao o BB e w s
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MPI overhead

% Window Time
MPL call profile @ cloverleaf bml28 short 4mpix4gpu.prv.gz

Useful Duration @ cloverleaf bml28 short dmpixdgpu.prv.gz A RTETET ] MPI_Isend | MPI_Barrier | MPI_Allreduce | MPI_Reduce | MPI_Irecv ||| 2112

THREAD 1.1.1 I THREAD 1.1.1 0.00%

CUDA-D1.51-as06r4bas
THREAD 1.2.1 Zoom, Copy & m THREAD 1.2.1 0.00%
CUDA- S0k tH] . - 0.00 %
Paste Time THREAD 1.4.1 0.00 %

|IIF|H 04, -.1

Num. Cells 4 4 4 4 4 4 4
Total 8.19% 3.67 % 1.86% 0.39% 0.35% 0.30% 0.00 %

- HlntS 9 MPI 9 MPI proflle Average 2.05% 0.92 % 0.47 % 0.10 % 0.09 % 0.08 % 0.00 %
= Right click > Select objects = Filter out GPU devices

% Avg. Burst Time
MPI call profilgad bm128 short dmpixdgpu.prv.gz

MPI_waTI:all MPI_Reduce | MPI_lsend |2 031 710| MPI_Allreduce | MPI_irecy

0 : . THREAD 1.1.1 62.10us 98.15us  25.26Us 14.13 us 7.54us  2.20us
= MPI Overhead <> /0, mOStly In MPI—WaIta” THREAD 1.21 147.55us 58.94 us 7.77us  25.82us 16.33 us 11.79us  2.18us
THREAD 1.3.1 RN AT 55.42 us 96.12us  24.97us 15.04 us 11.70us  2.25us
THREAD-:4.1  300.07 us 60.71 us 8.14us  30.28us 13.60 us 14.55us  2.15us

= Small imbalance in MPI_Barrier, but related to
Num. Cells 4 4 4 4 4 4 4
initialization phase Total 14,108.35us  237.17us  210.17us  106.32us 59.10us 45.58us  B8.78us
Average 3,527.09us 59.29 us 52.54us  26.58Us 14.78 us 11.39us  2.20us

# Bursts
MPL call profile @ cloverleaf bml28 short_dmpixdgpu.prv.gz
L RUETE T MPI_Irecy | MPI_Isend | MPI_Allreduce | MPI_Reduce | MPI_Barrier ||| 1

rncao .+ ST N R

MPL call 2DZoom range [1,1] @ cleverleaf 28 short_4mpixdgpu.prv.gz

THREAD 1.2 T
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Kernel execution

CUDA kernel @ cloverleaf bml28_short dmpixdgpu.prv.gz

(LTI TR A IR RN TR R Zoom COpy&

* Hints > CUDA - CUDA kernel : . Paste_Time
» Right click > Select objects - Filter out host threads —
. . cuna-1.51-2snsrsbas |1 0 IR IO B 'L
= [terative structure delimited by MPT Allreduce phase b 52, 512508 T eI
3 | I | MmN ETI"EN W
= Main computing kernel is par ranged2d kernel N " HRTI REaE ohiteratons
. . THREAD 1.1. ] _I )
» Kernel duration is well balanced between GPUs l
THREAD 1.3. |
= Granularity is very small ranging from 10 us to 2 ms —

Kernel execution @ cloverleaf bml28 short dmpix4gpu.prv.gz 2DH - Useful Duration @ cloverleaf bml28 short dmpixdgpu.prv.gz
CUDA-D1.51-as06r4b08 CUDA-D2.51-3s06r4b08 CUDA-D3.51-as06r4b08 CUDA-D4.51-as06r4bos

void clover::par_ranged2d_kernel

4
4
3
3
3

.76 %)
void clover::par_ranged2d_kernel 3 %
.08 %)
.94 %)

6 %

%

.79 %)

e

.07 %)

void coverspar_rangedad_fernel
| .94 %

void clover::par_ranged2d_kernel 2.44% 2.42% 2.44%
|

void clover:par_ranged2d_kernel

2.41 % 2.41 % 2.42 %,

void clover:par_ranged2d_kernel
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Kernel execution configuration

CUDA kernel threads per blocks @ cloverleaf bml28_short 4mpixdgpu.prv.gz
value 256 THREA .
THREAD 1.1.1
CUDA-D1.51-as06r4bos AT 777
= Threads per block constant at 256 THREAD 12,1
. ; CUDA-D2.51-as06r4bos AT 777
» ~15K kernels with small grid (16/31/256 blocks) THREAD 1.3
. ; CUDA-D3.51-as06r4boa AT 777
= ~3K kernels with large grid (~115K blocks) THREAD 1.4.1
- L. CUDA-D4.51-as06r4boa AT 777
= These are much more likely to be throughput-limited
H Num. Cells 4
(memory bandwidth, math, occupancy...) e 1108
= Execution time is dominated by the smaller count fvege 77 IR
of large grid kernels (~81%) vs. large count of M e
small grid kernels (~7%) Avalhiex 1
[115,200.00..115,437.30] [16.00..268.00]
CUDA-D1.51-3506r4b08 81.32 % CUDA-D1.51-as06r4b08 7.39%
cupa-p2.s1-asosrabos [ EGEELD cupa-p2.s1-asoérabos [ IIEEEY
CUDA-D3.51-2506r4b08 81.31% cupa-p3.s1-asosrabos [ IEEEER >
CUDA-D4.51-a506r4b08 81.31% cupa-pa.s1-asosrabos [ IIEEED 115k+
Num. Cells 4 Num. Cells 4
Total 325.26 % Total 29.68 %
Average 81.32 % Average 7.42 %
Maximum 81.32% Maximum 7.45%
Minimum 81.31% Minimum 7.39%
StDev 0.00 % StDev 0.02 %
Avg/Max 1.00 Avg/Max 1.00

48TH VI-HPS TUNING WORKSHOP (BARCELONA, 9-13 FEBRUARY 2026) 2026-02-9..13



VIRTYUALANSTITYTE - HIGHPRODUCTIVITY SUPERCOMPUTING

Data transfers

CUDA kernel @ cloverleaf bml28_short 4mpixdgpu.prv.gz
(LLETRR RN RN NN U IR LR RN
(LLENTRER TR NN UR IR LR IR TN
(LLETRR RN RN NN AR L TR AR A
LN A

96 ns

leaf bml28 short_dmpixdgpu.prv.gz

31-as08 [N NN TN N
. EUDA-D2.51-as06 | RN NN 11NN
= Sequence of host to device data transfers before CUna03. 51508 T T "EEIE
the main iterative loop . - =
o
B cudaMemcpy T

THREAD 1.4.

cudaMemcpy @

= 1 data transfer per iteration from device to host of 2 Kb g
= Right before the MPI reduction phase CUDA-D4. 31023

cudaMemcpy

THREAD 1.1.
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