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BasicAnalysis Workflow

ExtraefParaer Traces

Configuration files
* runtime.cfg

* timings.cfg

* instructions.cfg
» cycles.cfg

.

» measured raw data
A ' « jdeal raw data

| ;
Simulated Traces » compute metrics

Efficiency metrics

Only |
MPI ] *‘
i o T
—»| prv2dim |- dim files dimemas_ideal.cfg
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BasicAnalysis

There is no installation required. Just copy the content of package into your preferred location and add
such directory to the PATH environment variable.

Requirements:
paramedir and Dimemas being installed and available through the PATH environment
variable.

« paramedir available at https://tools.bsc.es/paraver

« Dimemas available at https://tools.bsc.es/dimemas

Add them to the PATH environment variable with:
export PATH=<paraver-install-dir>/bin:SPATH
export PARAVER HOME=<paraver-install-dir>
export PATH=<dimemas-install-dir>/bin:SPATH
export DIMEMAS HOME=<dimemas-install-dir>

Usage:

modelfactors.py <list-of-traces>

T ———————— —
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Home » Downloads

Download BasicAnalysis in your laptop

EXTRAE PARAVER DIMEMAS
Insirumentation framework 10 generabe execution Expressive powerful and Sexible trace visualizer for High-atrsiracted network simlator lor message-
traces al e most used pasaliel runlimes. post-moriem trace analysis. pASSING programs

+ Download the package from

» https://tools.bsc.es/downloads 5O HOAQEE O &
+ + +

PERFORMANCE ANALYTICS

CLUSTERING TRACKING FOLDING
Aulcmalically expose the man performance irends in Amalyze how the bebevior of 2 pasallel 2pplication Combimed instrumentation 2nd s2mgpling for
zpplications’ computation struclure. evolves theough different scenarios inslanianscus metnc svolutson wilk low overbead.

et CLUSTERING

set FOLDING -

Y. ! op. 08
- - =

BASIC ANALYSIS
" Framework for auvlomalic extraclion of fendamental

Tactors Tor Parawer races

=i BASIC ANALYSIS
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BasicAnalysis on MareNostrum5 (I)

BasicAnalysis is available via modules...

@alogin2 ~]$ module av basicanalysis

@login2 ~]$ module load basicanalysis

@alogin2 ~]$ modelfactors.py --help

@alogin2 basicanalysis-output-mpi]$ modelfactors.py ../traces/lulesh/MPI/*numa.prv
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Lulesh Structure

* Lulesh only MPI version run
in MNS.

* 10 iterations

« Weak Scaling test (8, 27 and
64 MPI processes)

Let us obtain the POP
performance metrics for these
traces using the BasicAnalysis
tool.
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48,588.72

Useful Duration @ lulesh2.® 27mpi cpu-bind7numa.prv

I

49,459.64

Useful Duration @ lulesh2.® 64mpi cpu-bindl6numa.prv

|

2,747,628 us

[
71,255.19 142 ,516.18 >
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Lulesh MPI - BasicAnalysis Output — POP Metrics

VIRTUALAINSTITUTE - HIGH-PRODUCTIVITY SUPERCOMPUTING

* Output shown in a table
 Rows: Metrics
 Columns: Different traces
» With colored cells as a heat map
 What to look for?
« Low values CJ
e Trend L)
« High values CJ
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Global efficiency
- Parallel efficiency
-- Load balance

-- Communication effici

-- Transfer efficiency

- Computation scalability

- |PC scalability

- Instruction scalability

-- Frequency scalability

8 27 64
| | | - 100
- 88.16 86.16  60.65
88.16 86.19 85.66
- 80
- 90.69 93.56 90.93
ency - 97.21 9212  94.20 =
-60 &
-- Serialization efficiency - 97.59 92.82 95.11 L
1
99.61  99.24  99.05 €
-40 ¥
- 100.00 99.97 70.80 &
- 100.00 101.05 94.61
20
100.00  100.06 99.77
- 100.00 98.86 | 75.01
0
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Lulesh MPI - BasicAnalysis Output — POP Metrics

8 27 64
| | | - 100
Global efficiency g Lo | e ] omes - Parallel Efficiency decreases mqinly
- Parallel efficiency 88.16 86.19  85.66 due to Load Balance (90% -> 90%).
- 80
- Load balance 90.69 93.56 90.93
- Communication efficiency - 97.21 92.12 94.20 — ] ]
I -60 ¥ « Transfer time remains nearly
-5 t - 9759 92.82 95.11
erialieation efclency g constant at around 99%.
-- Transfer efficiency 99.61 99.24 99.05 e
-40 O
- Computation scalability - 100.00 =~ 99.97  70.80 g * Frequency drops at 64 MPI
~ IPC scalability - 100.00 101.05 94.61 processes because the sockets are
20 more fully utilized (all NUMA domains

-- Instruction scalability

100.00 100.06 99.77

75.01

active)

- Frequency scalability - 100.00 98.86
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8 27 64
- - I I |
Load Balance Efficiency - Load balance - 90.69 93.56 90.93
2dh useful instructions @ lulesh2.0_64mpi_cpu-bind16numa.prv o x
E B 3 O @ W W oHom N %N -
4 useFuL instructions 2DZoom range [2.29918e+08,4. 224GEE+I}E] @Ll... O

e THREAD 1.1.1
A - THED 1.17.1 !
o ¥ . THED 1.53.1
| '
A THRELD 1.49.1

XA T I-I-I-I-I-I-I-

N This is the part where the imbalance occurs.

Z\

THREAD 1.15.1 [9{ [898676.64..96,245,574.38) =0 us

Imbalance in instructions is reflected in
the useful duration.
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POP Efficiency hybrid MPI+OMP with
BasicAnalysis
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Hybrid Parallel Efficiency (MPI+OMP)

l :
« | Hybrid Parallel

l Efficiency
*
Hybrid Load Hybrid \
Bglgnce Comn?l{nlcatlon MPI| Parallel OpenMP
Efficiency Efficiency Efficienc Parallel
* * y Efficiency
* *
MPI Load MPI OpenMP penMP
Balance Communication Load Balance Communication
Efficiency Efficiency Efficiency Efficiency
N
Serialization Transfer
Efficiency Efficiency

48TH VI-HPS TUNING WORKSHOP (BSC, SPAIN, FEBRUARY 2026)

e Efficiency computed as percentage of time

outside the two parallel runtimes

e Useful as a first step to distinguish between

Load Balance and Communication. But how
to dig down?

» Efficiencies are mixing inefficiencies
from MPI and OpenMP -> Need to
distribute the blame between the two
programming models.

e Global Load Balance and Communication
concepts can be mapped to any parallel
programming paradigm.

* The efficiencies at hybrid level collapse the
contributions from the two programming
models.
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Hybrid Parallel Efficiency (MPI+OMP)

B MPI runtime
. Useful Computation

Thread 1.1.1

Thread 1.1.2

Thread 1.1.3

OpenMP runtime

Thread 1.2.1

Thread 1.2.2

Thread 1.2.3

Hierarchical codes where MPI is the upper level.

From the MPI point of view, OpenMP runtime is useful (like computations)
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. Useful Computation
Hybrid Parallel Efficiency (MPI+OMP) B viP1 runtime

OpenMP runtime

Under the multiplicative

Thread 1.1.1 performance model:

Thread 1.1.2 « OpenMP metrics are derived as

Thread 1.1.3 residuals with respect to the MPI
component.

Thread 1.2.1 « Any efficiency degradation not

Thread 1.2.2 accounted for by MPI is
attributed to OpenMP

Thread 1.2.3

parallelization.

« Inefficiencies measured in
regions without MPI activity are
assigned to the OpenMP
component.
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Lulesh MPI+OMP

- 100

64(8x8)[1]

- 80
-- Parallel efficiency - 60

-- Load balance

- Hybrid Parallel efficiency

-- MPI Parallel efficiency

Percentage(%)

20 -- MPI Load balance

-- Communication efficiency

- MPI Communication efficiency

« The model points to low -- Serialization efficiency
communication efficiency.
However, in OpenMP, what
should be understood as

"communication"?

-- Transfer efficiency

Percentage(%)

OpenMP Parallel efficiency

. - OpenMP Load Balance
In our model, it represents

overhead introduced by the OpenMP
runtime.
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Lulesh MPI+OMP - OpenMP Communication Efficiency

Computing from MPI —

processes point of view BT Not created BLTEIEII 1L Scheduling and Fork/Join o
Outside MPI 112523.75us RELOEUAT - 5407587us 2,053,070.36 us|REIEEELERTY

- 359481.58us 122,09091 us PRITEIRTIS | 23,025.04us|

THREAD 1.2.1 JEXERELETE - 487706us - 3985537us  49,071.82us AN 18,178.64 us|
THREAD 131 XCERNIIRE  —  136287us  35756855us 121347.91us 49,4360 us 2,085,655.68 us[EAN(P AT

THREAD 1.4.1 X ETIRCAT - 300768us| . 4128263us  47396.14us EYTEENE  20,034.49us|
THREAD 1.5.1 JEE AT © 362,409.15us 2,025,219.46 us

THREAD 1.61 EETREREE 32309 a1782us  4442005us 1,861,557.68 ) AT
THREAD 1.7.1 [ 1,72002us. - 63369.13us  47,569.33us 1,907,930.07 us|RPA LIPS

THREAD 1.8.1 I AT /
[~

78.94%
How much of the Outside ;g:i;ﬂi Master Threads: Most of the
MPI time is spent in 79.07% :> time is spent in OpenMP
Scheduling and Fork/Join 78.26% scheduling and fork/join
operations? ;g::iﬁ operations.

77.99%




VIRTUALAINSTITUTE - HIGH-PRODUCTIVITY SUPERCOMPUTING

Lulesh MPI+OMP - OpenMP Communication Efficiency (1 iteration)

states @ lulesh2.0 Smpi+8openmp.prv

Useful Duration @ lulesh2.® Smpi+Sopenmp.prv

THEEAD 1.1.1
THREAD 1.1.2
THREAD 1.1.53
THREAD 1.1, 4
THREAD 1.1,

THREAD 1.1.6
THREAD 1.1.7
THRED 1.1.5

i b o
[ N e - N S

1,604, 926 us 1,248 653 us

1,004,926 us 1,248,052 us

BT rrrrrt [
< D.18

,194.47 >

LI IETIIEI AT Scheduling and Fork/Join
THREAD 1.1.1 - 9.94% 2.14% 79.25%
THREAD 1.1.2 [JEREIEA N 15148% 4.01% .
THREAD 1.1.3 3.99 %
THREAD 1.1.4[JIZFIEAN P 3.55%

THREAD 1.1.1 - 856.37 us 12,794.34 us

THREAD 1.1.2 [JLEFER SRR R ER R - WL URRE] 71.68 %| 2457 %) 3.75%
WL DERKEY 11,982.02us| 16,153.75 us - THREAD 1.1.6 [JEEEERAN A 3.69 %
LT URRY] 7,847.03us| 22,356.23us THREAD 1.1.7 [JREEERY N1526% 5.25%

THREAD 1.1.8 E:ERERA 12.86 % 3.40 %

THREAD 1.1.5 B R A mm ST TCNIT£1 L] Scheduling and Fork/Join
THREAD 1.1.6 B e THREAD 1.1.1 - 573us 121.87 us 80.91 us ﬂ

THREAD 1.1.7 R e THREAD 1.1.2 R i0E2iE 237.89 us i

THREAD 1.1. REREIACICICRARETE 1y\peap 113 BT 10.04 us EEEEETT - Master thread 1: Time is mainl
THREAD 1.1.4 RER | 10.00 us IRELFEETT - _ : _ y
THREAD 1.1.5 [N | 1022 us [T : spent in OpenMP scheduling and
THREAD 1.1.6 R 9:95 us AT - fork/join.
THREAD 1.1.7 [JREEEENT 10:18 s R - Worker threads: Most of the
THREAD 1.1.8 R 1010 us IEELZT T - ] - "
execution time is idle.

Very fine-grained region (avg burst time <11pus)
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Getting a MPI+CUDA trace with Extrae
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Step 1: Adapt the scripts to instrument MPI + CUDA binaries

= Changes in jobscript, launcher and configuration file (extrae/MPI+CUDA/ {trace.sh,extrae.xml})

-

jobscriptw

-

trace.sh W

1/usr/bin/env bash

#SBATCH --job-name=cloverleaf_ cuda
#SBATCH --output=%x.%j.out
#SBATCH --error=%x.%]j.err
#SBATCH --ntasks=4

#SBATCH --cpus-per-task=20 CUDA device and 20
#SBATCH --gres=gpu:4

#SBATCH --time=00:10:00 cores per task
#SBATCH --qos=acc_debug
#SBATCH --exclusive

#SBATCH --constraint-perfparanoid

4 tasks, one for each

ml gcc/11.4.0
ml openmpi/4.1.5-gcc
ml cuda/12/2

TRACE NAME=cloverleaf.prv

srun ./trace.sh ./cloverleaf

—

#!/usr/bin/env bash

module load extrae

EXTRAE_CONFIG FILE=./extrae.xml Tracing

# For MPI+CUDA apps

- export LD_PRELOAD=${EXTRAE_HOME}/lib/libmpitrace.so

library for

+ export LD_PRELOAD=${EXTRAE_HOME}/lib/libcudampitrace.so{g\ 1NN @U]DJ:

## Run the desired program
$* --device $PMI_RANK

s

extrae.xml}

Adds multi-device support

- <cuda enabled=“no*“ />
+ <cuda enabled=“yes” />

Enables CUDA instrumentation
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Hybrid Efficiency Metrics (MPI+CUDA) with
BasicAnalysis
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Metrics for MPI+CUDA (GPU)

Host Device Global
Global Efficiency Efficiency
* 4 * \
Host Parallel Computation Parallel Computation
Efficiency Scalability Efficiency Scalability
*
*
Ofez‘gg?ng MPI Parallel
Efficienc Efficiency Instructions IPC Frequency
g * Scalability scalability Scalability Communication Load Balance Orchestration
/ \ Efficiency Efficiency Efficiency
Load Balance Communication
/ * \ Host and Device Global Efficiency (not multiplicative)
Device Global Efficiency divided in:
Serialization Transfer e Parallel Efficiency
Efficiency Efficiency . - . .
e Computation Scalability (Only reference computation time)

GPU as a single resource
All arrows are multiplicative

R —
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Metrics for MPI+CUDA (GPU)

Host
- Device Offload Efficiency: Inefficiency on the host side due to the use of an accelerator.
« Includes: offloading work to the device, waiting for kernel execution, and waiting for data transfers to or from the
accelerator.
« expected to be low for applications that primarily execute on the device, reflecting limited host-side activity.

Device
« Orchestration Efficiency: Inefficiency due to a lack of available work on the accelerator.
» Includes: idle time caused by waiting for work from the host, kernel launch dependencies, and insufficient concurrency.
« A low value indicates that the accelerator is underutilized due to work starvation.
« Communication Efficiency: Inefficiency due to non-instantaneous data movement involving the
accelerator.
« Includes: waiting for data transfers from or to the host, communication between accelerators, NCCL communication,
and CUDA-aware MPI communication.
« Load Balance Efficiency: Inefficiency caused by unequal computation time across accelerators.
« This metric captures load imbalance at the device level and does not distinguish between accelerators belonging to the
same process or different processes.
- Computation Scalability: How well the resources inside the accelerator are being used.

TBD: streams, warps, occupancy, instructions, tensor core use.
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Metrics for MPI+CUDA (GPU) - Cloverleaf

« Device Offload Efficiency: Inefficiency

8(4x2)(4GPUs)[1] e due to use of accelerator.

HOST Global efficiency
-- Host Parallel efficiency i [ _“'fﬁ“r,
== MPI Parallel efficiency - 96.32 - 80 Device Of fload Eff = 5 =1 :

—- MPI Load balance - 99.43 2_i=1 Outside MPI,

-- MPI Communication efficiency - 96.87

~ senalization efficiency T ) g - Orchestration Efficiency: Inefficiency
- due to lack of available work to do.
w0 E

DEVICE Global effici . i .
obal etiiclency max | { seful ; + Mem fransfer

-- Device Parallel efficiency - 88.02 Device Oreh_E f f :r- 1.0

== Device Load balance - 99.97 . I
== Device Communication efficiency - 99.85

== Device Orchestration efficiency - 88.18
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j’)

Metrics for MPI+CUDA (GPU) - Cloverleaf Y Useful,

i=1
"\_””_! Outside MPI,

et |

Device Of fload_ Ef [ =

Device Offload Efficiency

CUDA call @ cloverleaf_bm128_short_4mpix4gpu.chop3.prv O x

Useful Computation

Outside MPI
THREAD 1.1.1 BRI EEELRS

THREAD 1.1.1 O i |
THREAD 1.2.1 A i v |
THREAD 1.3.1 R i v
THRESD 1.4.1 L

THREAD 1.1.1 17,064.79 us

THREAD 1.2.1 11,003.73 us
THREAD 1.3.1 12,116.84 us
THREAD 1.4.1 14,508.98 us

2,944,962.29 us
2,919,970.86 us

2,937,136.20 us

J cudaFree 3,039,975 Us

Num. Cells 4
Most of the host-side execution time is spent in calls to Total 11,712,519.25 us
the accelerator. 97% of the Outside MPI time s
spent in CUDA calls.

"%

cudalaunch cudaMemcpy cudaDeviceSynchronize cudaMalloc cudaFree

THREAD 1.1.1/166,167.12 s '199'390/98 Us TR IR AT 274622 us 19,053.48 us
_ _ THREAD 1.2.1/ 177,340.30 us | 199.337.08 us YR 2,571.65us 21,357.35 us
Total time spent in THREAD 1.3.1/ 177,225.38 us 199,486.83 us Y ARMEERE  2,639.29 us 20,563.01 us

cuda calls = 4 THREAD 1.4.1 165230.73 us 199,391.78 us PW L EREAT] 2,507.24 us 18,380.43 us
11,383,812.9 us

Num. Cells 4
Total 54,694.34 us

Num. Cells 4 4 4 4 4
Total 685,963.53 us 797,606.68 us 9,810,424.02 us 10,464.41us 79,354.27 us
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Metrcis for MPI+CUDA (GPU) - Cloverleaf |  max (Usefuly + MemTransfer,)
Device Orchestration Efficiency Device Orei-2iT 7
Running Memory transfer _ Idle Not created
Where is the
CUDA-D1.51-as06r4b0s|IEAMELLIEIT — 221466US  onaining execution - 327,69361us  33,088.47 us
CUDA-D2.51-as06r4b08 IRAJEAEEREINE time spent? __

max | CUDA-D3.51-as06r4b08 IEAICEILEPATE |
CUDA-D4.51-as06r4bo8 IEETEEIELTT

Orchestration efficiency is mainly affected by
idle time with a 10.61%, with a smaller

contribution from the not-created state
(before stream is registered) with a 1.21%.
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