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What are Hardware Performance Counters?

AFor many years, hardware engineers have designed in specialized registers to
measure the performance of various aspects of a microprocessor.

AHW performance counters provide application developers with valuable information
about code sections that can be improved

AHardware performance counters can provide insight into:
A Whole program  timing
A Cache behaviors
A Branch behaviors
A Memory and resource contention and access patterns
A Pipeline stalls
A Floating point efficiency
A Instructions  per cycle
A Subroutine resolution
A Process or thread attribution
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What is PAPI?

AlLibrary that provides a consistent interface (and methodology) for hardware
performance counters, found across the system: l. e., CPUs, GPUs, on -/off -chip
Memory, Interconnects, I/O system, File System, Energy/Power, etc

APAPI ( Performance Application Programming | nterface ) enables software engineers
to see, in near real time, the relation between SW performance and HW events across
the entire compute system
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PAPI: Supported Architectures

AAMD up to Zeppelin Zen , power for Fam17h

AAMD GPUs Vega, power, temperature, fan

AARM Cortex A8, A9, A15, ARM64

ACRAY: Gemini and Aries interconnects, power/energy

AIBM Blue Gene Series, Q: 5D  -Torus, 1/O system, EMON power/energy
AIBM Power Series, PCP for POWER9 -uncore

Alntel Sandy|lvy Bridge, Haswell , Broadwell , Skylake , Kabylake , Cascadelake , KNC, KNL, KNM
Alntel RAPL (power/energy), power capping

AlnfiniBand

ALustre FS

ANVIDIA Tesla, Kepler, Maxwell, Pascal, Volta : support for multiple GPUs
ANVIDIA :supportfor  NVLink

ANVIDIA NVML (power/energy);  power capping
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PAPI Hardware Events

Preset Events (only CPU related)

AStandard set of over 100 events for application performance tuning

ANo standardization of the exact definition

AMapped to either single or linear combinations of native events on each platform
AUse papi_avail to see what preset events are available on a given platform

Native Events

AAny event countable by the CPU, GPU, network card, parallel file system or others
ASame interface as for preset events
AUse papi_native _avalil utility to see all available native events

Use papi_event_chooser utility to select a compatible set of events
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PAPI Framework: 1999 - 2009

Graphical and end-user tools

| PAPI provides two | Applications / 3rd Party Tools provide facile data collection and
interfaces to the underlying visualization.

counter hardware.

Low-Level API High-Level API
A High-Level API provides the
ﬁa&gﬁélr-ee;ﬁ:aﬁtzl g}aethggrsw q PAPI ability to record hardware events
native) in user de%ned groups PORTABLE LAYER ﬂelgﬁf[nfgp %?éz?ac;%ee?: fﬁ}:‘jnntisﬁg

called EventSets.
Meant for experienced
application programmers
wanting fine-grained Developer API
measurements.

simple event measurements.

Goal: Accessing
PAPI| Hardware hardware counters, found

Specific Layer on a diverse collection of

modern microprocessors,
in a portable manner.

0OS + Kernel Ext.

Hardware Performance Counter
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PAPI Framework: 2009 - present

Applications / 3" Party Tools PAPI currently has >30
Components

Low-Level API High-Level API

PAPI

PORTABLE LAYER

Developer API Developer API Developer API
PAPI PAPI PAPI Component: PAPI PAPI
Component: Component: CPUs Component: Component:
Others Networks GPUs /0 Systems

OS + Kernel Ext.

Hardware Performance Counter
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PAPI 1 High -Level Calls

APAPI_hl_region_begin (const char *region) _
) . . : Some events, like
A Read events at the beginning of a region (also start counting the events)
! _ o temperature or
AI?API_hI_reglon_end (const char *region) power, must be
A Read events at the end of a region and store the difference from the beginning  BSEIHEIEE
APAPI_hl_read (const char *region) instantaneous values.
ARead events inside a region and store the difference from the beginning In this case, only the

APAPI_hl_stop 0 value of the read or

A Stop a running high -level event set (optional )

end region call is
stored.

% export PAPI_EVENTS=" PAPI_TOT_INS,PAPI_TOT_CYC,coretemp :: hwmonO:temp2_input= instant
% ./[<PAPI intrumented binary>

https://bitbucket.org/icl/papi/wiki/PAPI -HL.md
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PAPI T Example High -Level API

% export PAPI_EVENTSS" PAPI _TOT_I NS, PAPI _TOT_CYCOo

#include "  papi.h

Automatic performance report

int  main()
{
int  retval ; {
retval = PAPI_hl _region_begin ("computation™); "computation”:{
if ( retval !=PAPI_OK) “region count™-"1"
handle _error (1); — ™ e

"cycles":"2080863768",
"PAPI_TOT _INS™:"2917520595",

* 1 *
[* Do some computation here */ "PAPI_TOT_CYC":"2064112930" }

retval = PAPI_hl_region_end ("computation"); )
if ( retval !=PAPI _OK)
handle_error  (1);
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PAPI T High -Level API. Optional Environment Variables

Environment Variable Description

PAPI_EVENTS PAPI events to measure String
PAPI_OUTPUT_DIRECTORY Path of the measurement directory Path
PAPI_REPORT Print reportto  stdout -
PAPI_MULTIPLEX Enable Multiplexing -
PAPI_HL VERBOSE Suppress warnings and info -
PAPI_DEBUG=HIGHLEVEL Enable debugging of high  -level routines String
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PAPI 1 Low -Level Calls

APAPI _accum - accumulate and reset hardware events from an event set
APAPI_add_event - add single PAPI preset or native hardware event to an event set
APAPI_add_events - add array of PAPI preset or native hardware events to an

Aevent set PAPI attach - attach specified event set to a specific process or thread id
APAPI_cleanup_eventset - remove all PAPI events from an event set
APAPI_create_eventset - create a new empty PAPI event set

APAPI_destroy_eventset - deallocates memory associated with an empty PAPI event set
Al...]

Total of 81 functions covering the whole functionality of the PAPI Low -Level interface.

http ://icl.cs.utk.edu/papi/docs/
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PAPI T Example Low -Level API

#include "  papi.h

#define NUM_EVENTS 2

int  EventsINUM_EVENTS]={ PAPI_FP_OPS, PAPI_TOT_CYC };
int EventSet = PAPI_NULL;

long long values[INUM_EVENTS];

[* Initialize the Library */

retval = PAPI_library init (PAPI_VER_CURRENT); User has to implement the
/* Allocate space for the new eventset  and do setup */ performance report of the
retval = PAPI_create_eventset (& EventSet ); measured values.

/* Add Flops and total cycles to the eventset  */

retval = PAPI_add_events ( EventSet , Events, NUM_EVENTS);

[* Start the counters */
retval = PAPI_start ( EventSet );

do_work (); /* What we want to monitor*/

[*Stop counters and store results in values */
retval = PAPI_stop (EventSet , values);



